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RESUMO

Os estudos relacionados aos recursos hídricos têm grande importância em muitas
áreas, tais como irrigação, abastecimento de água e geração de energia. O uso efi-
ciente desses recursos depende de muitos fatores, dentre eles a estimativa correta de
algumas variáveis relacionadas ao ciclo hidrológico, como a evapotranspiração. No
entanto, os modelos mais precisos atualmente utilizados para a estimativa da evapo-
transpiração requerem variáveis que nem sempre estão disponíveis ou são difíceis de
se obter em algumas regiões, devido à falta de instrumentos de medição. Nestes ca-
sos, a precisão da estimativa da evapotranspiração é diminuída, o que pode compro-
meter a sua validade dependendo do contexto. Esta pesquisa consistiu na aplicação
de técnicas de Ciência dos Dados na análise de dados meteorológicos, fornecidos
pelo Instituto Nacional de Meteorologia (INMET), a fim de gerar um modelo para
estimar a evapotranspiração, usando uma abordagem orientada a dados. Como um
projeto de Ciência dos Dados, esta pesquisa teve alto grau de interação com um es-
pecialista de domínio da área de Hidrologia. Este processo interativo foi necessário
para a definição da questão de pesquisa, cenários experimentais e da avaliação dos
resultados, gerados por execuções sucessivas do ciclo de vida de Ciência dos Dados
utilizado nesta pesquisa. Através da interação com o especialista de domínio, foi
definido como objetivo principal desta pesquisa a simplificação dos métodos atuais
para a estimativa da evapotranspiração, sem perda de precisão em relação aos resul-
tados históricos. A fim de automatizar as execuções experimentais, foi desenvolvido
um software contendo funções para todos os passos do ciclo de vida de Ciência dos
Dados, para proporcionar facilidade de execução na repetição das etapas quando
necessário. Depois de execuções sucessivas do experimento com cenários definidos
em conjunto com o especialista de domínio, foi obtido um modelo que atendeu às
metas definidas na primeira etapa do ciclo de vida. Finalmente, para análise dos
resultados pelo especialista de domínio, foram gerados gráficos para comparar os
resultados dos diferentes cenários, bem como mapas com camadas dos biomas e
tipos de clima brasileiros, com o objetivo de identificar possíveis padrões entre os
resultados e os tipos de vegetação e clima.

Palavras-chave: Ciência dos Dados, Evapotranspiração, Hidrologia.
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ABSTRACT

The studies related to water resources have great relevance in many areas such
as irrigation, water supply and power generation. The efficient use of these resources
depends on many factors, like the correct estimation of certain variables related to
the hydrological cycle, such as evapotranspiration. However, the most precise mod-
els currently applied for estimating evapotranspiration require variables that are
not always available or are too complex to obtain in some regions, due to the lack
of measuring instruments. In these cases, the precision of the evapotranspiration
estimative is decreased, compromising its validity depending on the context. This
research consisted in the application of Data Science techniques over meteorologi-
cal data provided by the Brazilian National Institute of Meteorology (INMET), in
order to generate a model for estimating evapotranspiration, using a ”data-driven”
approach. As a Data Science project, this research had high level of interaction with
a domain expert from Hydrology area. This interactive process was necessary for
definition of the research question, experimental scenarios and for results evaluation,
generated by the successive runs of the Data Science lifecycle used in this research.
Through interaction with the domain expert, the main objective of this research was
defined to simplify the current methods for evapotranspiration estimation, without
loss of precision in relation to the historical results. In order to automate the ex-
perimental runs, we developed a software program that supports all the steps of the
Data Science lifecycle to enable the reproducibility of the experimental results. After
successive runs of the experiment with scenarios defined together with the domain
expert, we found a model that fits the goals defined in the first step of the lifecycle.
Finally, for results analysis by the expert domain, graphs were generated to compare
the results of different scenarios, as well as maps with layers of the Brazilian biomes
and climate types, aiming to identify possible patterns among results and vegetation
and climate type.

Keywords: Data Science, Evapotranspiration, Hydrology.
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1. Introduction

1.1 Background

With the rapid evolution of the Computer Science area and its integration with
several other knowledge areas, more and more data is produced by various means.
In the past, data was generated through processing programs and manual entry
of information systems users. Currently, data generation is performed by different
sources, in addition to traditional information systems. For example, data is gener-
ated by sensors for various purposes, such as measurement of meteorological data.
Moreover, growing integration between information systems and devices produces a
much larger volume of data because data are generated not only by users, but also
by computers and many device types, such as sensors.

In addition, the large increase in the number of users of information systems,
mainly due to the increase in access to Internet through various devices, multiplied
by many times the number of users as well as increased the speed in data generation,
causing an avalanche of increasingly complex data.

As quoted by Clive Humby (co-founder of Dunnhumby), ”data is the new oil”,
due to its economic and social value. However, to extract value from these data,
some tasks are fundamental (similar to the oil context): exploration, extraction,
transformation and storage [18].

With the changes in data generation, there is also a need of changes in data
exploration to transform it in value, for supporting and improving the decision
making processes. In this context, Data Science emerges as a new approach to
extract value from data.

Data Science comprises a set of tools, technologies and methods; according to
Loukides [22], it may be considered a more holistic approach for data analysis than

1



CHAPTER 1. INTRODUCTION 2

other established methods, since it deals with all aspects of the data cycle.

Another important characteristic of Data Science is the greater engagement of
the domain expert in the process, participating in all phases of the Data Science
cycle, for building a solution to a research problem. In other data analysis methods,
like the Knowledge Discovery in Databases (KDD), there is the participation of the
domain expert in some phases. However, a distinguishing difference of Data Science
is that it considers the domain expert as a fundamental component of the research
team, not only a participant to define a problem and validate the solution generated
in the Data Science cycle. This solution is driven by the domain expert needs,
defined through participation of the domain expert in all phases of cycle, aiming to
extract value from data. For generation of this value, there is a need to connect the
world of data scientists to the domain experts [27], because the solutions built in
Data Science cycle only have value if reach the domain experts needs.

With these characteristics, the Data Science approach can be applied to all
knowledge areas, supporting researchers and business professionals in the data anal-
ysis process. One of these areas is Hydrology, in which data analysis can be used to
various purposes, such as studies of climate changes, energy generation and agricul-
ture planning.

1.2 Problem Statement

One of the most important components of the water cycle is evapotranspiration,
defined as the sum of water evaporation and vegetation transpiration [56]. The rate
of this component represents the water lost by the surface to the atmosphere and
can be used in many activities, such as irrigation planning.

Normally, this rate is estimated by mathematical models, using environmental
variables like meteorological measurements. The precision of this estimation is very
important to better use of water resources, such as minimize the water lost in the
irrigation activities.

However, the most precise models use variables that not always are available or
are too complex to apply in regions with few instruments to measure the environmen-
tal variables. In these cases, the options to deal with this limitation are estimating
the missing data or using a more simple model to estimate the evapotranspiration
or using remote sensing data.
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Both options could affect the estimation precision, generating a limitation for
the use of the evapotranspiration estimated values. Moreover, the use of a more
complex model with all data requires a large number of measurement instruments,
decreasing the number of the regions where this model can be applied.

1.3 Conceptual Framework for the Study

The main method currently used to estimate the evapotranspiration is the Penman-
Monteith, indicated by the Food and Agriculture Organization of the United Nations
(FAO) [1]. The complexity of this method is its main limitation [7], requiring values
from many variables that are not always available.

Other simpler methods can be used for the evapotranspiration estimation, such
as Thornthwaite method, used by the National Institute of Meteorology from Brazil
(INMET) [41]. Although simpler than the Penman-Monteith method, this method
underestimates the evapotranspiration in dry regions [24], limiting its use in these
regions.

1.4 Research Question

The present work addresses the following research question, defined in collabora-
tion with a Hydrology domain expert: ”Is it possible to find a simpler approach to
estimate evapotranspiration with an acceptable precision?”. The objective defined
in this research for simplification of the evapotranspiration estimation is related to
use less variables than Penman-Monteith equation in estimation. Regarding to pre-
cision, it was defined with domain expert a goal of 10% of root mean square error
(RMSE) relative to evapotranspiration average.

1.5 Procedures

For answering the research question, a Data Science Life Cycle was used, with
high level of interaction with the domain expert. In this cycle, based in the key
principles of the Lean Development, the main objective is to deliver fast results
for analysis by the domain experts [9], who can generate new research questions or
require some adjustments in the process to produce more valuable results.
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1.6 Significance of the Study

This study aims to contribute to the Information Systems area, by means of an
application of Data Science techniques using a proposed project cycle. The process
and the technologies applied in this research project can be used for other researchers
in different domains, or even in the Hydrology area, for extending and validating
the results reached with the Data Science application.

Moreover, the results found in this research project can be also used by the
researchers in water related areas, such as Hydrology, Climatology and Agriculture.
The proposed approach for estimating evapotranspiration can be useful in regions
where traditional methods are not suitable due to missing data, or to increase the
comparison results among different methods for evapotranspiration’s estimation.

1.7 Limitations of the Study

This study uses historical meteorological data provided by INMET, for the 263
measurement stations in the Brazilian territory [42]. Due to missing data in many
variables in the historical data series, 188 out of the 263 stations could not be
included in this study. Moreover, to increase the number of the stations included
in this study, the historical data series used in the experiment was limited to the
period between 2010 and 2014. This enabled the inclusion of 30 additional stations
in the study.

Some approaches could be used for fill the missing data, like use of values from
nearby locations, as recommended by FAO [1], but this approach could impact
precision of results. For this reason, it was decided not use these approaches in
this research work. However, these limitations should be object of new studies, by
extending the period of the historical data series and increasing the number of the
measurement stations included.

1.8 Organization of the Study

Chapter 2 contains a detailed background around evapotranspiration and Data
Science. The research project is described in Chapter 3, with problem characteriza-
tion, the proposed solution to answer the main research question and the solution
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evaluation. In Chapter 4, the whole application of the proposed solution is de-
scribed, detailing each phase of the Data Science cycle used. The experiment results
are discussed in Chapter 5, according to the requirements defined with the domain
expert. Finally, Chapter 7 contains the final considerations about this research
project, discussing the results, contributions and suggestions for future works.



2. Background

2.1 Evapotranspiration

Evapotranspiration is the term created by Thornthwaite [10] to the combined
evaporation of water from soil surface and the water transpired from the vegetation,
referred by Thornthwaite as the ”reverse of precipitation”, because the water evapo-
rated returns to atmosphere that, in turn, returns to surface through precipitations.

The value of evapotranspiration is a rate, expressed in milimeters per unit of
time [1] (hour, day, month, etc), that represents the water lost from the surface
to atmosphere. This rate can be calculated or measured by many ways and are
classified in four types:

• Potencial Evapotranspiration (ETp): when the quantity of water in the soil is
near to the surface capacity and the surface is totally covered by a short green
crop; [8]

• Reference Evapotranspiration (ETo): evapotranspiration rate from reference
surface, that is a hypothetical grass reference with specific characteristics; [1].

• Crop Evapotranspiration (ETc): evapotranspiration from disease-free crops,
under optimum soil water conditions and with full production in given climatic
conditions; [1].

• Real Evapotranspiration (ETr): water lost in real conditions of atmosphere
and soil characteristics.

According to the FAO Guide [1], ETo is independent from soil conditions or
vegetation type, depending only on local climatic conditions, while ETc can vary

6
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by a coefficient related to crop (called Kc). Then, a evapotranspiration can be
calculated for a specific crop by the following equation:

ETc = Kc ∗ ETo (2.1)

2.1.1 Evapotranspiration Importance

According to Fernandes [6], evapotranspiration has importance in many areas,
as some listed below:

• Water supply to cities,

• Design and construction of waterworks,

• Irrigation planning,

• Power generation by hydroelectric plants.

In irrigation activities, for example, evapotranspiration is used for planning the
quantity of water to be irrigated in crops, indicating the additional quantity of
water needed for plantation development. The water used in this process represents
almost 75% of the global consume [7] and a low efficiency in irrigation activities
can be responsible for water waste, affecting not only agriculture but all activities
which depend on hydric resources, like water supply for human consumption, power
generation, climate changes, among other.

Due to its importance, evapotranspiration is subject of many publications by
the Food and Agriculture Organization of the United Nations (FAO), like a guide
for evapotranspiration used in crops and methods for its estimation [1]. This guide
describes many aspects related to evapotranspiration, like basic concepts and cal-
culation procedures, being one of main references about evapotranspiration in the
world.

2.1.2 Evapotranspiration Process

As shown in the Figure 2.1, the evapotranspiration process is the part of hydro-
logical cycle in which water returns to atmosphere in vapour state. The vaporized
water can form clouds and returns to surface by precipitations. This water can be
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Figure 2.1: Evapotranspiration in Hydrological Cycle [4]

absorbed by vegetation, by the soil and part of it is vaporized again before reaches
the surface, depending of environment temperature.

Depending the soil characteristics, the real water quantity absorbed by soil can
be only a small portion or the total amount of water received and the water that
is not absorbed is available to new evaporation process. Relating to vegetation, the
water received is used in the metabolic processes of the plants and, depending of
crop characteristic and local conditions, water is transpirated from plants and it is
also available to new evaporation process.

The evaporation process consists in transformation of water in liquid state to
the gaseous state, using the energy available in the atmosphere to this activity. In
the next subsection, the factors that have influence in this process will be explained,
also describing what is the main energy source for the evaporation activity.

2.1.3 Factors Influencing the Evapotranspiration

There are many factors that can change the water quantity transformed in vapour
by evapotranspiration, like atmospheric and local conditions that, together or indi-
vidually, can affect the activities in the evapotranspiration process.

The atmospheric conditions are temperature, wind speed, barometric pressure,
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air humidity, solar radiation and nebulosity, while local conditions are related to
soil type, vegetation and altitude. All these factors are related each other and
evapotranspiration, although can be affected of variation by one, is determined by
combination of all of them. According to guide provided by FAO, the main energy
source for the evapotranspiration process is the solar radiation. The total amount
of energy that reaches the evaporation surface is influenced by location and seasons
[1], due to local position in relation to the sun. Moreover, the local nebulosity also
affects this amount, because clouds reflecting sunlight, preventing that part or total
of the solar radiation reaches the surface evaporation.

But, only part of the solar radiation that reaches the surface is used to vaporize
water, being also used to heat up the atmosphere and the soil, increasing the air
temperature, that also influences in evapotranspiration, because the hotter is the air
temperature, the greater will be the rate of water lost by evapotranspiration. The
main equations used to evapotranspiration estimation, shown in the next subsection,
has the air temperature as variable. However, is not possible to conclude that this
parameter is fundamental in evapotranspiration estimation. Considering that air
temperature is also affected by solar radiation, main source in the evapotranspira-
tion process, and data from this parameter is commonly present in meteorological
datasets, could be noticed that air temperature is a very important parameter,
maybe a reason for its presence in main models from evapotranspiration estimation.

Another important factor to evapotranspiration is the wind speed, affecting the
air temperature and the quantity of water that can be evaporated. In a given
location, after water has been vaporized, it can be transported by wind to other
locations, making the atmosphere be free for more water vapour. In locations where
wind speed is low, there is few transportation of vaporized water and consequently
there will be low evapotranspiration rate. Figure 2.2 shows how these factors are
related to the evapotranspiration rate.

All these factors can influence the evapotranspiration rate and there are many
relationships among them, like the wind speed that influence the air temperature,
that also is influenced by solar radiation that, in turn, depends on local nebulosity,
the position related to the Sun, seasons, altitude, etc.

Then, due the fact that evapotranspiration is affected by many interrelated vari-
ables, the methods for its estimation can use some these variables or all of them,
with varying precision of the estimation in relation to actual measures.
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Figure 2.2: Relationship among meteorological conditions for evapotranspiration [1]

2.1.4 Evapotranspiration Measurement

There are two ways to get the evapotranspiration value: direct measuring or
estimation. The direct measuring is done by using instruments like lysimeters and
eddy covariance sensors, while estimation by using mathematical methods, computer
methods and mixed methods.

The lysimeters are a set of instruments for measuring water related data, like
evapotranspiration, and are built of many ways, with many types, like drainage,
weighing, groundwater, etc. The Figure 2.3 shows one type of lysimeter, a ground-
water lysimeter:

Figure 2.3: A groundwater lysimeter [5]

Independent of type, the use of lysimeters is restricted by its high cost and limited
flexibility [16], because a lysimeter station can be a big and expensive construction.
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Due to these limitations, the current approach for calculating the evapotranspiration
value is its estimation by mathematical methods.

There are many methods for this estimation and the Penman-Monteith (PM)
equation is the reference method from the FAO, defined in the Allen’s work, that
compared many methods and found that the PM equation was the method with
greater precision among the other methods when compared to actual values mea-
sured [14].

The FAO Penman-Monteith equation was adapted from original Penman-Monteith
equation, defining as a reference a hyphothetical crop with height of 0.12 m, surface
resistance of 70 s m-1 and an albedo of 0.23. Moreover, this crop reference considers
an extension surface of green grass of uniform height, active growing and adequate
watered. The resultant Equation 2.2 [1] is:

ETo =
0.408δ(Rn−G) + γ 900

(T+273)
u2(es− ea)

δ+ γ(1+ 0.34u2)
(2.2)

where

• ETo: reference evapotranspiration [mm day-1],

• Rn: net radiation at the crop surface [MJ m-2 day-1],

• G: soil heat flux density [MJ m-2 day-1],

• T: mean daily air temperature at 2 m height [°C],

• u2: wind speed at 2 m height [m s-1],

• es: saturation vapour pressure [kPa],

• ea: actual vapour pressure [kPa],

• es - ea: saturation vapour pressure deficit [kPa],

• δ: slope vapour pressure curve [kPa °C-1],

• γ: psychrometric constant [kPa °C-1].

A common critique about PM method is its strong dependence of availability of
the values for all variables of equation. Additionally, this method requires values
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that not always are simple to get, limiting its application to the locations with all
measurement instruments needed for the PM equation variables [14].

An alternative for the missing data, is the estimation of these values or the use
of values from the nearby regions, that is the approach recommended by the FAO.
A limitation of this approach is related to precision, that can be less than when are
used values from the own location [11].

Another method used for estimating evapotranspiration is the Thornthwaite
equation [10], that uses less data than PM equation, but estimates the potencial
evapotranspiration. This method uses only sun hours and temperature data for
estimation and is expressed by Equation 2.3:

ETP = 1.6(
10Ta

I
)α (2.3)

where,

• ETP: monthly potential evapotranspiration,

• Ta: average daily temperature,

• α: given by Equation 2.4,

• I: head index, dependent on 12 monthly mean temperatures, shown in Equa-
tion 2.5.

α = (6.75 ∗ 10−7)I3 − (7.71 ∗ 10−5)I2 + (1.792 ∗ 10−2)I+ 0.49239 (2.4)

I =

12∑
i=1

(
Tai

5
)1.514 (2.5)

This equation considers a standard condition of 12 hours of sunlight and month
with 30 days [37] and the corrected monthly ETo is shown in equation 2.6.

ETo = 1.6(
L

12
)(
N

30
)(
10Ta

I
)α (2.6)

where,
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• ETo: monthly evapotranspiration,

• L: average day length (hours) of the month,

• N: number of days of month,

• Ta: average daily temperature,

• α: given by Equation 2.4,

• I: head index, dependent on 12 monthly mean temperatures, shown in Equa-
tion 2.5.

The Thornthwaite equation is the method used by National Institute of Meteo-
rology from Brazil (INMET) for estimating the monthly potential evapotranspira-
tion, used in its meteorological database and for publishing in its agrometeorological
reports. This method was designed for places under humid conditions, underesti-
mating the evapotranspiration value when it is applied under dry conditions [24].

To overcome this limitation, the Thornthwaite method was adapted by Camargo
et al [17] for using in places with any weather conditions. This modified method
substitutes the average air temperature for a effective temperature (Tef) shown in
equation 2.11, which expresses the local thermic amplitude. The Thornthwaite-
Carmago method is expressed by the Equation 2.7:

ETP = ETp ∗ COR (2.7)

where,

• COR: correction factor, expressed in 2.8,

• ETp: evapotranspiration without correction, expressed in Equations 2.9 and
2.10.

COR = (
N

12
) ∗ (

NDP

30
) (2.8)

where,

• N = fotoperiod of month,
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• NDP = days of month.

For Tef < 26.6 Celsius degree

ETp = 16 ∗ (10 ∗
Tef

I
)α (2.9)

For Tef >= 26.6 Celsius degree

ETp = −415.85+ 32.24 ∗ Tef− 0.43 ∗ Tef2 (2.10)

And Tef is defined by:

Tef = 0.36 ∗ (3 ∗ Tmax− Tmin) (2.11)

where,

• Tmax: Max temperature,

• Tmin: Min temperature.

α = 0.49239+ 1.7912 ∗ 10−2
∗ I− 7.71 ∗ 10−5

∗ I2 + 6.75 ∗ 10−7
∗ I3 (2.12)

I = 12 ∗ (0.2 ∗ Ta)1.514 (2.13)

where, Ta = normal annual average temperature

Another approach to evapotranspiration estimation is the use of remote sensing
methods, that use satellite data and estimate the evapotranspiration for large areas,
unlike the PM method that is applicable for small areas. However, there are products
for evapotranspiration estimation that use algorithms based in PM method, such as
MODIS Global Evapotranspiration Project (MOD16) [62].

Despite to advantage of estimation for large areas in remote sensing methods,
there are studies that indicate the low precision as the main problem for application
of these methods [55].
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The use of a method for evapotranspiration estimation depends on analysing
some aspects as availability of variables and local characteristics. In places with
availability of the values of all required variables for the PM equation, this method
is better indicated, due to its best precision. However, if there are values of only
few variables, simplified methods as Thornthwaite are more indicated. Also, the
local conditions must be considered, because some methods have low precision in
determined conditions, as Thornthwaite method in dry locations. In these cases,
methods like Thornthwaite-Camargo should be used for estimating evapotranspira-
tion. But, all these alternative methods have less precision than the PM method
and some adjustments may be necessary for adjustments more precision in relation
to the original method.

Then, in the evapotranspiration estimation, the main question is related to pre-
cision. It is important because a low precision on the evapotranspiration values
can contribute to a wrong management in the activities that depend on this value,
like irrigation, that represents about 75% of water consumption in the planet [7].
As examples of areas affected by water waste, it can be quoted: water supply for
population, agriculture, the climate changes, power generation, among many other.
So, despite evapotranspiration is not well known outside the Hydrology and related
areas, it is a subject that can affect the whole planet.

2.2 Data Science

There is not an established definition about what is Data Science and some-
times this term receives similar definitions of other processes for data analysis, like
Knowledge Discovery in Databases (KDD) and Data Mining, that is part of KDD
process. Although KDD processes can be considered part of the Data Science profile
for some authors, as shown in Figure 2.4, there is not a clear boundary of what is
Data Science or KDD.

In this way, there are some attempts to define what is Data Science in fact and
what the key differentiator in relation to other data analysis processes. Some au-
thors consider Data Science as an expansion from Statistics, like Cleveland [2], that
proposed in 2001 some disciplines to expand the technical areas of Statistics, em-
phasizing the multidisciplinary aspect of the new term created in his publication.
In 2013, Drew Conway proposed a Venn Diagram, shown in Figure 2.5, to illus-
trate the relationship among disciplines in Data Science. For Conway [3], the main
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Figure 2.4: Profile of data scientist by van der Aalst [18]

aspect that differentiate his view about Data Science from other definitions, is the
Substantive Expertise role in the process, that has more importance in Data Science
activities, being part of all research process.

Comparing the definitions from Conway and Cleveland , it is important to no-
tice how the areas are related. While Cleveland cites the multidisciplinary aspect,
with other areas including more resources and tools to Statistics, Conway enforces
the interdisciplinary aspect, in which Data Science is dependent of all these areas,
applied together to answer a research question, sometimes using a big mass of data.

With the data collected from an unlimited number of sources, such as sensors,
event logs and models, the data volume is growing in faster way in dimensions as
size and complexity, characterizing the Big Data (or Big Data Era), for which the
traditional data analytical methods and the processing computing capacity are no
more suitable for fast results for needs to the decision making process.

In this context, a new professional is necessary, with skills in many areas to
fit the challenges brought by the Big Data. Mattmann [53] pointed out that vast
streams of data will require a new type of researchers, with skills in science and
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Figure 2.5: Venn Diagram for Data Science proposed by Conway [3]

computing. For him, data scientists need to develop algorithms for analysis and
adapt file formats, besides understanding Mathematics, Statistics and Physics.

Similarly, van der Aalst [18] declares that data scientist must have knowledge in
many areas and personal skills, like being creative and communicative for making
end-to-end solutions, defining the data scientist as ”the engineer of the future”. The
Figure 2.4 illustrates the many areas that data scientist must have knowledge.

This diagram corroborates the definition from Zhu et al [19], for whom Data
Science is ”an umbrella of theories, methods and technologies for studying data
nature”. The term ”umbrella” is also used by Margolis et al [20], that include
domain specific disciplines as biology and medicine in this umbrella.

However, more than only a set of tools, methods and theories, the Data Science
aims to get the better of them for integrating and producing solutions to research
problems. Moreover, Data Science is more than an approach for data analysis and
couldn’t to be compared with it, because Data Science goes beyond activities such as
data analysis, patterns extraction or knowledge discovering from data. Data Science
may include the data analysis and the knowledge discovering but it is not limited
to them.

As said by Mike Loukides in [22], the main differentiator key of Data Science is
its holistic approach in the whole data life cycle. Data Science applications include
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activities since understanding how the data were generated until providing answers
to the research questions. For these activities, knowledge is necessary in many areas,
as shown in Figure 2.4, that must be integrated to provide a solution that supports
a research project.

The solution produced by the Data Science application can be materialized in
many ways, such as a simple report with results, a set of scripts, software packages
or even a complete software solution. This solution can be used as many times
as necessary in research process, assuring the reproducibility aspect of scientific
methods.

For producing a solution in a Data Science application, many steps are executed,
often in an interactive way, and repeated, when necessary. These steps are previously
defined in the Data science project and are known as the lifecycle of the Data Science.

2.2.1 Data Science Life Cycle

For Shcherbakov et al [9], Data Science research should be done using a life cycle
based in the key principles of Lean Development [57]. The main concepts behind
this approach are the fast delivery of preliminar results and the focus in customers,
in the interactive process providing results and starting the cycle again with making
new research questions. Figure 2.6 shows the phases in the proposed lifecycle.

Figure 2.6: Data Science Lifecycle adapted from [9]

The six phases in the proposed life cycle are described bellow:

Problem Understanding: in the first step of the cycle, data scientists and
domain specialists interact for defining the research question.

Getting the Data: After the objectives of the research are defined, data sci-
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entists have to identify the data sources and ways to getting the data necessary to
answer the research questions.

Internal Cycle of Data Science Research: in the internal phase, many tasks
are executed, as data exploration, for understanding the datasets characteristics,
data integration, data analysis and modelling, to find a fit model to the data and
interpretation of results, to decide if results are enough for analysis or whether new
execution is necessary.

Visualization of Results: the results are presented for initial analysis and
compared with previous results.

Creating Actions Based on Results: the results must be analysed by re-
searchers together with domain experts, to define whether results are positive or
negative, needing improvements in the internal cycle and new executions.

Getting Feedback from Action: From the domain experts, the results are
verified according to the initial research question. If the results answer the question,
then end-users can use it for their activities. Another possibility, even if results
answer the questions, there is the formulation of new research questions from results.

Independent of which cycle is used, a Data Science project starts from end-users
needs and ends with an outcome. This outcome can be in many forms, such as
a set of scripts or simply some reports, allowing end-users to evaluate the results
and to make a decision from that. As an interactive process and focused in needs
from end-users, the Data Science lifecycle must have a fundamental component in
all steps: the domain knowledge.

2.2.2 Domain Knowledge

An important aspect from Data Science life cycle is its intrinsic relationship with
the domain knowledge. It is the fundamental start point for a Data Science project
and it is present in the whole cycle. This knowledge, referred as one of the main
areas of Data Science, can be integrated in the project through literature reviews
and interaction with domain experts. This knowledge is fundamental to define what
is useful for a Data Science application and to evaluate the project results.

Viaene [27], discuss the importance of domain knowledge and emphasizes the
active participation of a domain expert in a Data Science project in a proposed
process, illustrated in Figure 2.7, where the domain expert is part of the whole
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project, aiming to bring the data scientist and domain expert to work together.

Figure 2.7: Relationship among Data Scientist and Domain Expert [27]

The correct understanding of needs from the domain users is fundamental and
the Data Science application can help domain users to understand a phenomenon or
to improve a decision making process, integrating many disciplines and increasing
the capacity of utilization of the available data. With the growing of data available
in all domains, the Data Science can be used in order to bring more benefits from
these data and, in fact, turn it into value.

2.3 Data Science and Natural Sciences

Natural Sciences, like Hydrology, are used to understand the natural phenomenons
with many objectives. The study of the climate changes, for example, can help re-
searchers to predict the impacts of each human intervention on the whole world.
These studies use historical data from many sources, like measurement instruments,
and can generate models for prediction from these data.

Like other areas, Natural Sciences are facing the challenge of the growing avail-
ability of the data, with many data sources and more complexity in extracting and
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integrating information from these data. For Overpeck et al [52], climate date are
growing in volume and complexity, as well as users for this data. They pointed out
that two major challenges in climate science are to ensure that growing volume of
data is easily and freely available and that results could be useful and understandable
by a broad interdisciplinary audience.

In the evapotranspiration context, there are multiple data sources and many
models for evapotranspiration estimation, built from historical data and evaluated
with real measures. However, these models have limitations for their use and a
wrong choose of a model might cause impacts such as water wasting.

The studies about evapotranspiration have relationship with many areas, such
as agriculture and hydrology, and use data from many sources. Many of these
studies are related to specific locations and aim to understand local characteristics
of evapotranspiration process, using known models and data collected to estimate
evapotranspiration, sometimes comparing some estimation models.

Possibly, the existing data from these locations would be more useful if data-
driven approaches are applied, with integration of different data sources, machine
learning for search patterns, built software packages for repeating the experiments,
among many other techniques and tools for working with data. This set of tech-
niques could extend the studies from a specific location to a more broadly view of
evapotranspiration.

In this way, Data Science could be the data-driven approach applied in the
evapotranspiration subject, with its holistic approach and integration of many areas,
bringing for the well-established models an interdisciplinary view and use of many
techniques and tools, enhancing the researches in this area.



3. Research Project

3.1 Introduction

In this Chapter, we present the problem characterization as well as the proposed
solution using a Data Science Lifecycle, described in the next sections. In addiction,
we detail the metrics used for evaluating the solution, defined together with the
domain expert.

3.2 Problem Characterization

Currently, reference evapotranspiration is estimated from equations like Penman-
Monteith equation (PM), which is the FAO reference method, and others like Thorn-
thwaite equation, Thornthwaite-Camargo equation, etc. These approaches are heav-
ily dependent on the values of all required variables and, in the absence of one value,
the use of these methods can be impracticable.

For dealing with missing data, these methods can use data from the nearby
regions, as recommended by FAO. However, there is no guarantee that the data
from other regions represent the same behaviour of the variables in the related
region and this fact can impact on the estimation precision.

Another possibility is estimating these values using: normals climate tables,
empirical equations, statistical approaches, etc. Majidi et al [14] made a study com-
paring results from different equations in many scenarios of missing data with values
from the PM equation with the complete data scenario. This approach showed that
even in scenarios with missing data, the PM method has satisfactory performance.

Then, despite the missing data problem is the main shortcoming of the PM

22
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method, there are some approaches to minimize its impact, with varying perfor-
mance when compared with PM use in the complete data scenario. Another criti-
cism found in the literature about the PM method is its equation complexity, that
requires many variables.

Simplified methods, like the Thornthwaite equation and its variations [17], have
as an advantage the requirement of fewer variables, but the performance can be
dependent on local conditions. Thornthwaite’s equation, for example, was proposed
for humid conditions and underestimates evapotranspiration in locations with dry
conditions [24]. For overcoming this problem, the Thornthwaite-Camargo equation
is an adaptation of the Thornthwaite’s method [17], for using in any local climatic
conditions and has good performance when compared with original equation.

However, these approaches have the same characteristic: the evapotranspiration
estimation is model-centric. The problem with it is that each location can have
specific characteristics that can require some calibrations in the method used for
improving estimation accuracy [7] or does not have data for all required variables
of applied model. Evapotranspiration, as mentioned before, depends on the combi-
nation of local factors, as climatic conditions, not only one. Then, a method that
is more suitable for locations with humid conditions, for example, could not have
a good performance depending on the combination of other local factors, such as
wind speed, precipitations volume, altitude, latitude, among others. Choosing one
or two factors for deciding which method to use and making some calibrations for
better performance can introduce complexity in the estimation, even in simplified
methods.

In this context, an approach could use the local factors for estimating the evap-
otranspiration, such as climate type, vegetation and variables availability. It could
simplify the estimation process and possibly gain more accurate results, by consider-
ing specific local characteristics. This approach could change the current methods,
from a model-driven approach for the data-driven one, where the available dataset
in a given location is the source for generating a model for evapotranspiration esti-
mation.

From this perspective, the following dissertation research question is made: Is it
possible to simplify the evapotranspiration estimation with good precision?

The simplification objective from research question is related to the variables
needed in the evapotranspiration estimation. While the Penman-Monteith equation
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requires nine variables, as shown in Subsection 2.1.4, this research aims to reduce
the number of variables required in estimation process. The ”good precision” aspect
from research question is related to the quality measurements defined in Section 3.4.

3.3 Proposed Solution

3.3.1 Why Data Science?

Through its holistic approach, Data Science can be useful to solve the problem
characterized in the previous section. With the integration of disciplines, such as
computing and statistics, with scientific methodology, the domain knowledge, and
techniques, such as data mining, Data Science is applied in the whole data lifecycle,
from extraction to visualization of results. The main objective of a Data Science
application is to turn raw data on value, providing end users with a data product
that can be used to execute new experiments or to extend the results analysis.

This data product, that can be a set of scripts, software packages and reports,
is built through a Data Science lifecycle, refined in many interactions among data
scientists and end users, mainly.

This work will adopt a lifecycle proposed by [9], defined as Lean Data Science
Lifecycle and shown in Figure 2.6. The motivation for this adoption is its focus
on delivering fast results and high interaction with end users, represented in this
research by domain experts. These experts have a fundamental role in the problem
definition and results evaluation, providing feedback and making new questions to
be answered by new experiment executions, when it is necessary.

In the next subsections, this lifecycle will be detailed, describing each step as
part of this proposed solution.

3.3.2 Step 1: Problem Understanding

The first step of the lifecycle aims to define the problem, considering the domain
knowledge and motivations from the domain expert, helping the researcher to specify
the requirements, existing solutions and the gaps in the domain research. This step
is very important because it provides the data scientist with a deeper understanding
about the domain, the real needs of end-users and what must be delivered to satisfy
these needs. At the end of this step, the data scientist defines, together with domain
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experts, which problem must be solved by Data Science application.

In this work, the following procedures were adopted to understand the domain
and, consequently, the problem. Initially, a domain expert was interviewed to get
initial information about the domain and related problems. This unstructured in-
terview revealed a set of information about the gaps existing in the domain, as well
additional references to provide a clearer understanding of the domain. A study
was made in the literature references provided and new questions were formulated
to the domain expert.

This process had a high level of interaction between the data scientist and the
domain expert, in which the former made questions and got insights for better
understanding of users’ needs. The later provided answers and evaluated whether
the data scientist had understood correctly the problem to be solved or not. Then,
the data scientist formulated a clear declaration of the problem and what results that
must be reached with the Data Science application. This formulation was evaluated
by the domain expert, who also provided more information about the data sources
needed for the next step of the lifecycle.

The description of the results from this step was detailed in the Section 3.2.

3.3.3 Step 2: Getting the Data

Data were collected from a meteorological database of the Brazilian Meteoro-
logical Institute (INMET). This database contains measurements from 263 weather
stations localized in many locations in Brazil [42]. Each weather station collects
daily measurements of many meteorological variables, such as maximum and min-
imum temperatures, air pressure, wind speed, sunlight hours, air humidity, among
others. A characteristic of this database is that not every weather station has data
for all variables, in other words, there are incomplete datasets in some locations.

The measures were obtained using global protocols, defined by the World Me-
teorological Organization (WMO), and the database contains data since 1961 for
most weather stations. These data are available in comma separated value format
(CSV) files and must be obtained for each station, through of a web page provided
by INMET [42]. The columns of dataset are described in Table 3.1

As a second source of data, the evapotranspiration values were estimated using
the Penman-Monteith equation. For this activity, we used an R function called
penman present in the SPEI package [31], to estimate the evapotranspiration value.
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Table 3.1: Description of the INMET Dataset

Dataset Column Description
Station WMO Code for the Station
Date Last day of Month
Hour Always 0
Wind Direction Always 0
Wind Speed Average measured in meters per second
Max Wind Speed Average measured in meters per second
Piche Evaporation measured in milimeters
Potential Evapotranspira-
tion

measured in milimeters and estimated by
Thornthwaite equation

Real Evapotranspiration measured in milimeters and estimated by
Thornthwaite equation

Total Insolation measured in hours
Nebulosity Average measured in
Precipitation Days number of days with precipitation
Total Precipitation measured in milimeters
Average of the Sea Level
Pressure

measured in milibar

Pressure Average measured in milibar
Max Temperature Average measured in Celsius degree
Compensated Temperature
Average

measured in Celsius degree

Min Temperature Average measured in Celsius degree
Humidity Average measured in percentage
Visibility Average measured in percentage

This function receives data series for many attributes and estimates the evapotran-
spiration values and is further detailed in Section 4.4.3.

Initially, we analyzed the use of the software provided by FAO to estimate evap-
otranspiration, called CROPWAT [63], provided by WMO. However, due to the fact
that this software does not provide an API (Application Programming Interface) to
automated estimation, its use was discarded.

3.3.4 Step 3: Internal Cycle of Data Science Research

The Internal Cycle of Data Science Research step contains four tasks:

Task Statement: In this task, the data exploration will be executed to under-
stand the characteristics of the datasets that have been gotten in the previous step.
Through interaction with the domain expert, the following statistical analysis was
suggested:



CHAPTER 3. RESEARCH PROJECT 27

• Available Data: For each dataset, it is calculated the percentage of the missing
data for each attribute.

This list can be extended after the analysis of the first results and new data
explorations can be made to get the additional information required.

Data Integration: Data obtained from INMET are merged with data generated
by the R function penman through Java methods. Moreover, data transformations
may be necessary to adjust measure units or data formats.

Data modelling: Using machine learning algorithms, the integrated data in the
previous task are analyzed to discover patterns in data of the weather stations
and to output a model that represents these data. This model is a math equation
to calculate the evapotranspiration in each location, using variables with available
data. This step is executed using the scenarios suggested by the domain expert and
described in the Subsection 4.5.2.2.

For each scenario, the results are stored for further analysis. As in the Data Ex-
ploration task, new scenarios can be added according to the domain expert analysis.

Interpretation of the Results: The results are analyzed to verify whether they can
be used in the research project or new executions of the internal cycle are necessary.

The Internal Cycle of this proposed Data Science Lifecycle may be very inter-
active and incremental, because after each execution the results can generate new
questions and insights, to be answered by new rounds of the internal cycle, as illus-
trated in Figure 3.1.

3.3.5 Step 4: Visualization of Results

The results obtained by the experiment are shown in a set of graphs and tables for
providing the domain expert with a clear view on each execution of the experiment
for all scenarios defined in the Data Modelling task.

In this research project, a set of maps was required by the domain expert to
view and analyze the results, using the Brazilian map as the base and thematic
layers, such as climate types and biomes. The intersection of these layers with the
Brazilian map aimed to identify possible relations between the results and local
characteristics. The georeferential layers generated in this step are illustrated in
Section 5.2.1.
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3.3.6 Step 5: Creating Actions Based on Results

After evaluating the results, the data scientist and the domain expert define
whether the results reached the main objective and whether the experiment had a
positive or a negative outcome. From this evaluation, new experiment executions
might be necessary and, in this case, the cycle returns to Internal Cycle step.

In case of new experiment executions, some adjustments could be required by
the domain expert, such new experiment scenarios or inclusion of the new quality
measures for validating the outcomes.

3.3.7 Step 6: Getting Feedback from Action

According to the analysis from the domain expert, the results are reported or new
questions may arise, for further experiments. If the results reached the objectives,
the experiment can be concluded and the products are delivered, such as software
artefacts and reports.

3.4 Solution Evaluation

For validation of the proposed solution, the values of evapotranspiration gener-
ated by the models were evaluated using cross validation strategy, in which data are
randomly divided into training groups, for discovering a model, and testing groups.
For validation of values generated by models discovered in this research, it was used
existing values in the historical series, generated by a R function.

With the values generated by the test group, we used the correlation coefficient,
developed by Karl Pearson [26], which measures the degree of precision of a value
against the original value. This measure has a range between -1 and 1, meaning
that more precise the generated value is, the closer to 1 is the coefficient. Table 3.2
shows the classification of the values according to their correlation coefficient [25]
with proposed classification intervals by Barros et al [23] and with agreement from
domain expert.

Additionally to the correlation coefficient, we used two other measures for eval-
uating the quality of results: the Mean Absolute Error and the Root Mean Square
Error [58]. They are important for complementing the correlation analysis, because
a result with high correlation but with high mean absolute error, may indicate that
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Table 3.2: Evaluation of Correlation Coefficient proposed by Barros et al. [23]

Coefficient Value Classification
1 Perfect Positive

0.70 a 0.99 Very Strong Positive
0.30 a 0.69 Moderate Positive
0.01 a 0.29 Weak Positive

0 None
-0.01 a -0.29 Weak Negative
-0.30 a -0.69 Moderate Negative
-0.70 a -0.99 Very Strong Negative

-1 Perfect Negative

the result is not satisfactory.

This evaluation was made for each scenario defined in the Internal Cycle of the
Data Science Lifecycle. The purpose of the multiple scenarios was to evaluate in
which conditions the research question, defined in Section 3.2, can be answered and
to establish the limits of the proposed approach in this research project.

In this research, the precision was considered as good for a correlation coefficient
greater 0.70 or, according to Table 3.2, a Very Strong Positive classification at
minimum.

Due to the high level of the interaction in the Data Science lifecycle, other quality
measures can be required by the domain expert during the Interpretation Results
task in the internal cycle.



4. Experiment

4.1 Introduction

After Problem Understanding phase, described in Chapter 3, we detail in this
Chapter the next two phases of the Data Science Lifecycle: Getting the Data and
Internal Cycle. Regarding to the second phase, we present the approach used to
getting data from INMET and how we process the raw data in order to use in
the next phase. About the Internal Cycle, we describe software components used
and we report all tasks of the Internal Cycle phase for the two execution rounds of
experiment.

4.2 Getting the Data

The data from the INMET database were obtained by manual process because
there was not an API to get these data in an automated way. The only option
for getting data from the INMET was saving a CSV file for each station, after
selecting which attributes would be retrieved in the search. After getting the data
in CSV format, a Java program was developed to process the headers of all the CSV
files. The header of the CSV files provided by INMET contained some information
about the station, such as latitude and longitude, which would be necessary for the
experiment.

From the header of each station file, the data about the station were extracted
and stored in a collection in the MongoDB, a non-relational database. These data
were recorded to be used in the R function to estimate evapotranspiration and to
be used in the Results Interpretation task of the internal cycle of the Data Science
lifecycle used in this research. Moreover, the coordinates of the each station were
necessary for the Results Visualization phase of the Data Science lifecycle.

30
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The measured historical data of the meteorological attributes present in each
station file were saved to another collection in MongoDB. Besides the use of such
data for the modelling task of the internal cycle, these data were also used in the R
function to estimate evapotranspiration using the Penman-Monteith model.

4.3 Internal Cycle Description

In this research work, the experiment was conducted mainly during the internal
cycle of the Data Science Lifecycle, in which a number of tasks are performed to
extract useful information from the original data and to answer the research question
defined in the first phase of the lifecycle.

The results generated in this cycle are analyzed in conjunction with the domain
expert to determine whether the objectives of the experiment were reached or if
further executions of the cycle are necessary, either to improve the experiment or
to get more results from new research questions. This process can be repeated as
many times as needed until the results provide users (in this research is the domain
expert) with useful information to meet the previously set goals.

In this step, it were necessary two rounds of the internal cycle to reaching the
defined objectives in previous Chapter. In the first one, it was searched a minimum
set of variables to estimate the evapotranspiration value used as template in the
Data Modelling task. In the second round, some scenarios were defined for the Data
Modelling task, varying the attributes used by the machine learning algorithm.

Aiming to make this process more efficient, an application was developed to
automate the following tasks of the internal cycle, described in 3.3.4:

• Data Integration

• Data Modelling

• Interpretation of the Results

This application, described in the next section, enabled the tasks to be performed
more quickly, generating results for analysis at each iteration of the internal cycle.
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4.3.1 Software Components for the Execution Rounds

An application was developed using the Java language to automate the execu-
tion rounds of the internal cycle. In order to store integrated data and results of
each execution, this application was integrated with a non-relational database (Mon-
goDB, version 3.2.0) [34]. For the machine learning task, it was built a integration
with Weka software, version 3.6, through its API [28]. Moreover, it was used in
application an API to integrate with the statistical package R [33], needed for the
Data Integration and Interpretation of Results tasks. This API, named JRI (version
0.5.0) [59], was used to load v R dynamic library in a Java Application and provides
a Java API for the R functionalities. Figure 4.1 shows the components diagram of
the application:

Figure 4.1: Components Diagram of the Application developed

4.3.1.1 Data Science Application

The DataScienceApp was developed using the Command design pattern [60],
where each command represented a step in the Data Science Lifecycle. With ob-
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jects implemented using this pattern, it is easier to queue commands, execute and
undo actions, besides other manipulations, such as delegation and sequence. These
properties made possible that the Java classes were developed in way that could
been executed together or separately, depending on the objective of each scenario.
The reason is that in some rounds of the experiment, only a few steps needed to be
performed again, such as the Command related to the Data Modelling Task. This
ensured flexibility in the execution of lifecycle steps. Source code are available in a
public Git repository at https://github.com/professorxavier/datascienceapp.

In addition to the Command classes, the application contains classes for inte-
gration with R package, MongoDB database and Weka API.

4.3.1.2 Dataset Files

The files in CSV format extracted from INMET database contained, in addi-
tion to monthly measurements, station data such as latitude, longitude and alti-
tude. These data were important to estimate evapotranspiration using the Penman-
Monteith method and were used in subsequent analyses.

These files were obtained from INMET through its public Database of Meteoro-
logical Data for Education and Research [42] and comprise meteorological measures
since 1961 for 263 weather stations in Brazil.

Each CSV file was loaded in Java application in order to separate the station
information and data series. After this loading, it was generated a new file with
monthly data series (without the header) and the station data, such as latitude and
longitude, extracted for storing in database.

4.3.1.3 MongoDB

MongoDB [34] is one of the most popular NoSQL databases and it was used in
this experiment mainly to ensure scalability for future applications. With records
organized in collections of JSON documents (JavaScript Object Notation) format,
data can also be read by a number of applications due to the increasing use of this
format for data analysis applications.

For the purpose of this research, four collections were created in MongoDB,
illustrated in Figure 4.2:

• Stations : to store data about each station (station name, latitude, longitude,
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altitude)

• Datasets: this collection contains the imported historical measurements from
CSV files as well as the value of evapotranspiration estimated by using the
Penman-Monteith method.

• MissingStats: this collection contains the missing data statistics for each
dataset attribute of each station.

• Results: for each execution, the results were stored in documents (format to
store data used by MongoDB) in this collection. It was mainly used in the
Interpretation of Results task of the internal cycle of Data Science and to
generate reports with the experiment results.

Figure 4.2: MongoDB collections

4.3.1.4 R Package

The statistical package R [33] is widely used by statisticians due to the large set
of included features (organized in packages) that enable different types of analysis
on datasets, from varying data sources, such as CSV files and databases. In a
Data Science application, the R package is very useful in statistical analysis of data,
providing the researcher with a standard set of very powerful tools and enabling the
import or development of new functions/packages. In this research project, the use
of the R package (version 3.1.3) was justified by its ease in extracting statistics from
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the CSV files from the INMET and the possibility of creating support functions, for
specific analysis. Moreover, the R packages can be accessed by a Java program, a
benefit provided by an API for integrating both technologies.

In addition, the R package was crucial to estimate the values of evapotranspira-
tion by Penman-Monteith method, due to the fact that there is a package ready to
make this estimate from a data set. FAO provides a tool for this estimate but the
same does not allow integration for batch execution. With the function existing in
SPEI package [32] [31], described in Section 4.4.3, it was possible to estimate evap-
otranspiration for the entire selected dataset with a simple command, illustrated
below:

penman ( x$TempMinimaMedia , x$TempMaximaMedia ,
x$VelocidadeVentoMedia , NA, l a t i t u d e ,
NA, x$ I n s o l a c a o To t a l /30 ,
x$NebulosidadeMedia ,NA,NA,
x$UmidadeRelativaMedia ,NA,NA, a l t i t u d e )

In order to use this function of the SPEI package in an automated way, a function
was created to process the dataset and filter it through the parameters received, in
this case the years interval and the station name. Thus, it was possible to estimate
evapotranspiration by the PM method for the datasets of all stations using a few
lines of code and in a quick way. Below, it is shown the code of this function:

pm <− function ( f i l e , l a t i t u d e , a l t i t u d e , yea r s ) {
ac_s t a t i o n<−read . csv ( f i l e , header=TRUE, sep=” , ” )
x<−subset ( ac_s t a t i on , substr ( ac_s t a t i o n $Data , 7 , 1 0 ) %in% year s )
y <− penman ( x$TempMinimaMedia , x$TempMaximaMedia ,

x$VelocidadeVentoMedia , NA, l a t i t u d e ,
NA, x$ I n s o l a c a o To t a l /30 ,
x$NebulosidadeMedia ,NA,NA,
x$UmidadeRelativaMedia ,NA,NA, a l t i t u d e )

df <− data . frame ( x$Data , y )
colnames ( df ) <− c ( ” data ” , ” evp ” )
df

}
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4.3.1.5 Weka

The Weka Software [28] is a well known software for data mining process, with
many works in the literature using it for extracting patterns. This software has
many functions for the whole data mining process and a client application with very
friendly interface.

However, in order to repeat the data modelling task in the internal cycle for all
datasets in multiple scenarios, using the client application was not the most efficient
way. Then, using the API provided by the Weka team [61], it was possible to
automate the use of the Weka features, with the development of a Java application,
described in Figure 4.1, that makes calls to the interfaces provided by the Weka
API and executes the processes of the Data Modelling task.

4.4 Execution Overview of the Internal Cycle

4.4.1 General Description

The Internal Cycle of the Data Science lifecycle is interactive with possible multi-
ple runs. Each run has, as final output, a set of results and reports to be analyzed by
the researchers. Depending on this analysis, new executions could be required with
possible adjusts in the tasks of the Internal Cycle so as to meet new requirements
from the domain expert.

This internal cycle is composed of four tasks, where each task provides results for
the next task. These tasks are described in the next subsections, with the common
information of all execution rounds.

4.4.2 Task Statement

The purpose of this task is to know the characteristics of the datasets in order to
plan the execution of the subsequent tasks. For this task, the R package was used
due to the availability of several functions for data analysis.

The first analysis of the datasets was executed to evaluate the availability values
of each attribute for each station in the interval between 2010 and 2014 and results
are presented in a table in Appendix B.1.

In Figure 4.3, the missing values average for each attribute is shown.
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Figure 4.3: Average of Missing Values for Attribute

Where the columns are described below:

• WA: Wind Speed Average

• MW: Max Wind Speed Average

• EP: Piche Evaporation

• PE: Potential Evapotranspiration

• RE: Real Evapotranspiration

• IT: Total Insolation

• NM: Nebulosity Average

• NP: Precipitation Days
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• PT: Total Precipitation

• PS: Average of the Sea Level Pressure

• PM: Pressure Average

• TA: Max Temperature Average

• TC: Compensated Temperature Average

• TI: Min Temperature Average

• UR: Humidity Average

• VM: Visibility Average

This graph shows that the attributes with more data absence (more than 20%)
were:

• NP: Precipitation Days (30.72%)

• PS: Sea Level Pressure Average (99%)

• PM: Pressure Average (28.18%)

• VM: Visibility Average (100%)

The 20% rate was evaluated together with the domain expert and it was possible
to notice that use of attributes with data absence rate higher than 20% would not
be used in experiment, in order to produce more results. However, this rate could
be changed in other executions runs of experiment.

4.4.3 Data Integration

After loading data from the CSV files into the database, the data integration
task was initiated, for which the value of evapotranspiration for each instance of the
dataset was estimated. For this estimation, we used an R function present in the
package SPEI called penman with the following format:

penman(Tmin, Tmax, U2, Ra = NA, lat = NA, Rs = NA, tsun = NA, CC =
NA, ed = NA, Tdew = NA, RH = NA, P = NA, P0 = NA, z = NA, crop=’short’,
na.rm = FALSE)
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The parameters are described in Table 4.1.

The parameters were filled with data from the datasets but this function only
returned the evapotranspiration values if all parameters did not have any null value.
Because of this, the initial estimation using this function only returned evapotran-
spiration values for 77 of the 263 total stations. This initial set was used as a test
for the next steps of the cycle and to evaluate the features of the application devel-
oped. The evapotranspiration values estimated using this function were stored in
Stations database collection to be used in the next task of the internal cycle: the
Data Modelling Task.

4.4.4 Data Modelling

In this task, the instances were processed using a machine learning algorithm
accessed through the Weka API, with main objective in generate models for the
evapotranspiration estimate in each station. The algorithm used was the M5P [29],
an classification algorithm based on decision trees, generating models that can be
used according with a decision point, as value of some dataset attribute.

This algorithm evaluates the dataset attributes to find the ones that present the
greater relevance to the class attribute and generates a model that uses only these
attributes, transforming the other ones in a constant value.

M5P is based in M5 algorithm [30] and implemented in Weka version 3.6, exe-
cuted in this research through of the provided Weka API. Regarding to the meteoro-
logical data, M5P algorithm was also used in other experiments to discover models
for evapotranspiration using the INMET dataset [12] [13].

For the execution of the MP5 algorithm, the 10-fold cross-validation technique
was used for the selection of data for training and testing. In this technique, data
are divided into n parts, in which n-1 parts are used for training and one part for
testing. The learning process is executed n times and all parts are used as a test at
least once. In the end, the results of each processing step are used to calculate the
mean and standard deviation of the errors found to calculate the end result. The
advantage of this approach is that the training phase is executed using all instances,
bringing more reliable results than traditional methods of data partitioning into sets
of training and testing.
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4.4.5 Interpretation of Results

In this task, the data scientist and the domain expert analyze results from the
Data Modelling task, evaluating whether the objective was reached or whether new
execution rounds are needed. It is also possible a definition of new requirements for
further execution rounds of internal cycle.

In the next subsection, results are presented for each execution of these three
tasks of the Internal Cycle.

4.5 Execution Rounds

4.5.1 First Round: Using two evapotranspiration values

4.5.1.1 Data Integration

The R function for estimating evapotranspiration values has many parameters,
but only the following parameters are mandatory according to the function docu-
mentation:

• Latitude

• Altitude

• Max Temperature

• Min Temperature

• Wind Speed

• Radiation OR Nebulosity OR Sunshine hours

Through interaction with the domain expert, he suggested that only these at-
tributes from the INMET dataset should be used as parameters for the R function,
aiming to increase the number of stations datasets used in the experiment. In this
way, the evapotranspiration value in the dataset would be estimated using two at-
tributes from station characteristics (latitude and altitude) and four attributes from
instances (max temperature, min temperature, wind speed and nebulosity).

Additionally, for a second test in the Internal Cycle phase, he suggested that the
humidity attribute be included in the parameters list to measure the possible effects
of this attribute in the results, comparing it with the results from the first test.
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Then, for the first round, two tests were made:

• First Test: Execution phase with evapotranspiration value estimated using
only mandatory parameters

• Second Test: Execution phase with inclusion of humidity in the mandatory
parameters list

4.5.1.2 Data Modelling

For each test, the following data were stored in the database:

• Station Name

• Correlation coefficient between PM evapotranspiration and the one generated
by the modelling task execution

• Mean Absolute Error

• Root Mean Square Error

The above list was required by the domain expert in order to analyze the results
and to decide the next rounds of the experiment. If the correlation coefficient was
high, but the root mean square error was also high, then the results would not be
satisfactory.

The execution of the two tests was made using data from 2010 to 2014, in a total
of 60 instances. In the first test, it was possible to estimate the evapotranspiration
value for 105 stations, due to lack of data for the mandatory parameters of the R
function. The number of the stations in the second test was 95, due to the same
reason as before. Then, for an accurate comparison, only the stations present in
both tests were selected.

4.5.1.3 Interpretation of Results

According to requirements defined by the domain expert for reporting results,
comparisons between the two tests were plotted using three values:

• Correlation Coefficient

• Mean Absolute Error
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Figure 4.4: Correlation of each station for two tests in the first round

• Root Mean Square Error

The three charts, in Figures 4.4, 4.5 and 4.6, showed little variation in the cho-
sen measures with the inclusion of the humidity parameter. The inclusion of this
parameter excluded 10 stations for the execution in this scenario, due to lack of
humidity values in the period selected for the experiment.

These results were presented to the domain expert and, although the correlation
coefficients are high in most stations, we observed that the mean absolute error and
root mean square error could suggest non-satisfactory results and the need for a new
execution round, with new questions.

4.5.2 Second Round: Varying the attributes set

4.5.2.1 Data Integration

After analysis of the results from the first round execution by the domain expert,
we observed that the inclusion of a new parameter besides the mandatory ones for
estimating the evapotranspiration value did not bring a substantial improvement
and reduced the number of stations used in the experiment.

In this way, we established that only the mandatory attributes would be used for
estimating the evapotranspiration value using the R function in the SPEI Package,
as in the Data Integration task of the first test of the first round. In this round,
the Integration Task was executed once, since the estimation of the original evap-
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Figure 4.5: Root mean square error of each station for two tests in the first round

otranspiration value was made using the same method, with only the mandatory
parameters.

4.5.2.2 Data Modelling

A new suggestion was made by the domain expert for the second round of execu-
tion of the Data Modelling task: varying the attributes used in the machine learning
algorithm and analyzing the variations with the inclusion of each attribute.

The new scenarios were:

• Scenario 1: Same attributes of the R function parameters: the same at-
tributes used for evapotranspiration estimating in the Data Integration task
would be selected (max temperature, min temperature, wind speed and neb-
ulosity);

• Scenario 2: Inclusion of Sunshine hours;

• Scenario 3: Inclusion of Total Precipitation;

• Scenario 4: Inclusion of Sunshine Hours and Total Precipitation.

The objectives of these inclusions were to:

• Analyze the variation with the inclusion of each attribute;
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Figure 4.6: Mean absolute error of each station for two tests in the first round

• Search for better results.

Moreover, as a metric for the quality of the results, the domain expert required
the inclusion of two new measures: the Mean Absolute Error and the Root Mean
Square Error values in relation to the Real Values Average, calculated by division
between errors and average of PM evaponstranspiration average, and called Relative
Mean Absolute Error and Relative Root Mean Square Error and described below:

RRMSE = (
(
∑instances

i=1 evp

instances
)

RMSE
(4.1)

RMAE = (
(
∑instances

i=1 evp

instances
)

MAE
(4.2)

Then, for this round, the quality measures were:

• Coefficient Correlation

• Mean Absolute Error

• Root Mean Square Error

• Relative Mean Absolute Error (in %)

• Relative Root Mean Square Error (in %)
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The reason for the inclusion of these new measures was explained by the domain
expert to be that the error measures are more meaningful when calculated in relation
to the actual values. Additionally, the domain expert has pointed out that the
acceptable results could not be above 10%, although this metric could be different
depending on the domain expert goals and application type.

According to results of the First Round in 4.5.1, even using the minimum set
of attributes, the execution could only be made for 105 stations, which contain
complete datasets for minimum attributes set in the period between 2010 and 2014.

4.5.2.3 Interpretation of Results

After the execution of the Data Modelling for the four defined scenarios, little
variation was observed with the inclusion of the Sunshine Hours or Total Precip-
itation attributes in the dataset for the machine learning algorithm. Summarized
results are shown in the Table 4.2, with average values for Correlation Coefficient,
Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and the relative er-
rors, Relative Mean Absolute Error (RMAE) and Relative Root Mean Square Error
(RRMSE).

In relation to the Correlation Coefficient, the best results were reached in Sce-
nario 4, but the differences among the four scenarios were too low to define the best
scenario when considering the grouped results for all stations.

Additionally, regarding relative errors, the best results were also reached in Sce-
nario 4, with the inclusion of Sunshine Hours and Total Precipitation. In this Sce-
nario, the improvement was of about 6.52% for the RMAE in relation to Scenario
1. Scenario 2, with the inclusion of Sunshine Hours, had an improvement of around
3.74% in relation to Scenario 1.

Among the three modified scenarios, Scenario 3 was the one that had the lowest
improvement in relation to Scenario 1, although Sunshine Hours had a higher missing
data rate when compared to Total Precipitation, according to the Figure 4.3. One
possible explanation for this fact is that Sunshine Hours is the main energy source
to evapotranspiration process.

In addition to the average results, a comparison among scenarios by station was
required. When comparing the correlation coefficient from four scenarios by station,
as shown in Figure 4.7, the same observation can be made: there is little variation
among the four scenarios.
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Figure 4.7: Comparing correlation among four scenarios

The following Figures 4.8, 4.9,4.10 and 4.11 show the comparison among the four
scenarios in relation to other quality measures.

Figure 4.8: Comparing MAE among four scenarios

In Figures 4.7, 4.8 and 4.9, the differences among the four scenarios are not
evident and the results seem similar. However, when Figures 4.10 and 4.11 were
analyzed, the improvement brought by the inclusion of Total Precipitation and Sun-
shine Hours attributes is more evident.
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Figure 4.9: Comparing RMSE among four scenarios

Figure 4.10: Comparing RMAE among four scenarios

Figure 4.11: Comparing RRMSE among four scenarios
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Table 4.1: Parameters description of the R Function for estimate Penman-
evapotranspiration , extracted from [32]

Parame-
ter

Description

lat a numeric vector with the latitude of the site or sites, in degrees.
na.rm optional, a logical value indicating whether NA values should be

stripped from the computations.
Tmax a numeric vector, matrix or time series of monthly mean daily

maximum temperatures, ºC.
Tmin a numeric vector, matrix or time series of monthly mean daily

minimum temperatures, ºC.
Ra optional, a numeric vector, matrix or time series of monthly mean

daily external radiation, MJ m-2 d-1.
Pre optional, a numeric vector, matrix or time series of monthly total

precipitation, mm.
U2 a numeric vector, matrix or time series of monthly mean daily

wind speeds at 2 m height, m s-1.
Rs optional, a numeric vector, matrix or time series of monthly mean

daily incoming solar radiation, MJ m-2 d-1.
tsun optional, a numeric vector, matrix or time series of monthly mean

daily bright sunshine hours, h.
CC optional, numeric a vector, matrix or time series of monthly mean

cloud cover, %.
ed optional, numeric a vector, matrix or time series of monthly mean

actual vapour pressure at 2 m height, kPa.
Tdew optional, a numeric vector, matrix or time series of monthly mean

daily dewpoint temperature (used for estimating ed), ºC
RH optional, a numeric vector, matrix or time series of monthly mean

relative humidity (used for estimating ed), %.
P optional, a numeric vector, matrix or time series of monthly mean

atmospheric pressure at surface, kPa.
P0 optional, a numeric vector, matrix or time series of monthly mean

atmospheric pressure at sea level (used for estimating P), kPa.
z optional, a numeric vector of the elevation of the site or sites, m

above sea level.
crop optional, character string, type of reference crop. Either one of

’short’ (default) or ’tall’.

Table 4.2: Summarized Results for Second Round

Scenario Correlation MAE RMSE RMAE RRMSE
Scenario 1 0.875494 9.357803 11.508730 6.37% 7.84%
Scenario 2 0.883078 9.034326 11.231186 6.14% 7.64%
Scenario 3 0.880310 9.143260 11.314148 6.25% 7.73%
Scenario 4 0.886452 8.804461 11.045946 5.98% 7.52%



5. Results Analysis

5.1 Introduction

So far, referring to the Data Scienca Lifecycle in Figure 2.6, in Chapter 3, the
Problem Understanding step was detailed. In Chapter 4, we described the Getting
Data step as well as the runs of the Internal Cycle. Now, we are ready to follow to
the remaining steps of the Data Science Lifecycle, namely:

• Visualization of Results

• Create Actions Based in Results and

• Feedback out of Actions

5.2 Visualization of Results

5.2.1 Using Maps for Analysing Results

The domain expert requested that the final results be plotted in various types
of maps related to measurement made at the measuring station. According to the
expert, the map view could show patterns both in the level of errors found and in
the correlation values of the estimated values in the generated equations during the
data modelling task.

In addition to plotting the points on the maps, the domain expert suggested that
intersections of the maps be made with weather and biomes layers, for example. The
purpose of these intersections was to find possible patterns in the results related to
local climate and other geographic features such as vegetation.

All these maps were created using the QGis Software [35] and the JavaScript
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Library Leaflet [36], which enabled the plotting of points and the intersection of
climate layers and biomes.

5.2.2 Climate Map

Following the suggestion made by the domain expert, maps were created with
errors inserted in climate layers aiming to identify possible relations among the
results and climate. These layers were extracted from an updated climate world
map of the Köppen-Geiger climate classification [39], shown in Figures 5.1, 5.2, 5.3
and 5.4. The points represent the Relative Root Mean Square Error (RRMSE)
values obtained in each scenario.

Figure 5.1: Errors points in Climate Layers for Scenario 1

According to [39], the Brazilian climate can be classified in nine types:

• Tropical Rainforest (Af): Tcold >= 18 and Pdry >= 60

• Tropical Monsoon (Am): Tcold >= 18 and Not (Af) & Pdry >= 100–MAP/25

• Tropical Savannah (Aw): Tcold >= 18 and Not (Af) & Pdry < 100–MAP/25
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Figure 5.2: Errors points in Climate Layers for Scenario 2

• Arid Steppe Hot (BSh): MAP < 10×Pthreshold and MAP >= 5×Pthreshold
and MAT >= 18

• Arid Desert Hot (BWh): MAP < 10×Pthreshold and MAP < 5×Pthreshold
and MAT >= 18

• Temperate Without Dry Season and Hot Summer (Cfa): Thot >= 10 & 0 <
Tcold < 18 and Not (Cs) or (Cw) and Thot >= 22

• Temperate Withoud Dry Season and Warm Summer (Cfb): Thot >= 10 & 0
< Tcold < 18 and and Not (Cs) or (Cw )and Not (a) & Tmon10 >= 4

• Temperate With Dry Winter and Hot Summer (Cwa): Thot >= 10 & 0 <
Tcold < 18 and and Pwdry < Pswet/10 and Thot >= 22

• Temperate With Dry Winter and Warm Summer (Cwb): Thot >= 10 & 0 <
Tcold < 18 and Pwdry < Pswet/10 and Not (a) & Tmon10 >= 4

Where:
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Figure 5.3: Errors points in Climate Layers for Scenario 3

• MAP = mean annual precipitation (in mm)

• MAT = mean annual temperature (in °C)

• Thot = temperature of the hottest month (in °C)

• Tcold = temperature of the coldest month (in °C)

• Tmon10 = number of months where the temperature is above 10 (units)

• Pdry = precipitation of the driest month (in mm)

• Psdry = precipitation of the driest month in summer (in mm)

• Pwdry = precipitation of the driest month in winter (in mm)

• Pswet = precipitation of the wettest month in summer (in mm)

• Pwwet = precipitation of the wettest month in winter (in mm)
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Figure 5.4: Errors points in Climate Layers for Scenario 4

• Pthreshold = varies according to the following rules (if 70% of MAP occurs in
winter then Pthreshold = 2 x MAT, if 70% of MAP occurs in summer then
Pthreshold = 2 x MAT + 28, otherwise Pthreshold = 2 x MAT + 14). Summer
(winter) is defined as the warmer (cooler) six month period of ONDJFM and
AMJJAS (in mm) .

Scenarios 2 and 4, shown in Figures 5.2 and 5.4, presented differences in some
climate types in relation to Scenario 1, shown in Figure 5.1. In Scenario 2, with the
inclusion of the Sunshine Hours attribute, there was an improvement in some points
for the Cfa climate type, which is characterized as Temperate without Dry Season
and Hot Summer. In the same Scenario, for the Aw climate type, there was an
decrease in error on many points in central region and decrease on some points and
northeast region. This climate type is characterized as having average temperature
higher than 18 °C during the whole year and, typically, a dry season.

When comparing Scenarios 1 and 4, the same behaviour was observed for the
Cfa climate type, with improvements in some points, and an undefined behavior
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for the Aw climate type, with improvements in some points and error increasing in
other points. In other climate types, no significant differences were observed with
the inclusion of the referred attributes in the three scenarios.

Additionally, it was requested maps with evapotranspiration average for each
scenario, as shown in Figures 5.5, 5.6, 5.7 and 5.8.

Figure 5.5: Evapotranspiration average for Scenario 1

5.2.3 Biomes Map

A biome can be defined as a regional biotic community characterized by the
dominant forms of plant life and the predominant climate. There are six biomes in
Brazil [43]:

• The Amazon: it is the largest biome in Brazil, with a wide vegetation of about
2,500 species of trees (1/3 of all tropical wood in the world) and 30,000 plant
species, representing 30% of the species in South America.

• Cerrado: it is the second largest biome in South America, with headwaters
of three major river basins in South America, resulting in a high potential
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Figure 5.6: Evapotranspiration average for Scenario 2

aquifer.

• Pantanal: Despite being the Brazilian biome with the smallest land area,
Pantanal is one of the largest continuous humid extensions of the planet.

• Caatinga: it occupies about 11% of the Brazilian territory, where aproximately
27 million people live. About 80% of its original ecosystems have been changed,
mainly through deforestation and fires.

• Atlantic Forest: it is formed by a set of forest formations and associated ecosys-
tems such as salt marshes, mangroves and high fields. The native vegetation
is reduced to about 22% of its original size, containing about 20,000 plant
species.

• Pampa: The Natural Pampa landscapes are characterized by the predomi-
nance of native fields, but there is also the presence of other types of forests,
riparian forests, and slope forests, among others.



CHAPTER 5. RESULTS ANALYSIS 56

Figure 5.7: Evapotranspiration average for Scenario 3

Aiming to identify possible relationships between the results and the biomes,
a second map was made using layers with the Brazilian biomes, provided by the
Brazilian Institute of Geography and Statistics (IBGE) [38]. These layers were
obtained in April/2016, through files in GeoJSON format available in the Brazilian
Portal Open Data [40], a Brazilian platform that provides access to data from many
areas.

The maps with the intersection between error points and biomes layers for each
scenario are shown in Figures 5.9, 5.10, 5.11 e 5.12. As well as the Climate Maps,
the points represent the RRMSE values obtained in each scenario.

Through an analysis made together with the domain expert on the four maps
of all scenarios, some significant differences were observed in relation to the biomes.
Between Scenarios 1 and 2, there were many points with better results in four biomes:
Cerrado, Pantanal, Atlantic Forest and Pampa. However, in Caatinga biome, there
were many points with worst results. in Amazon Biome, worst results were found
on some points.
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Figure 5.8: Evapotranspiration average for Scenario 4

Comparing with Scenario 3, there were more points with worst results than
points with better ones, with no significant regional patterns, occurring the same in
comparison between Scenarios 1 and 4 .

The differences in errors between scenarios, discussed previously in Section 5.2.2,
are an evidence of a tight relationship with climate types more than biomes charac-
teristics.

5.3 Create Actions Based in Results

5.3.1 Objectives

The main objective of this phase is, after analyzing the results, to decide if more
executions are required or if the results reached the objectives defined in the Problem
Understanding phase. Together with the outcomes of the Visualization of Results
phase, new summarized reports were provided so as to compare the results with the
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Figure 5.9: Errors points in Biomas Layers for Scenario 1

quality measures indicated in Section 3.4 and new quality measures required during
the execution rounds.

5.3.2 Correlation Coefficient Results

According to the evaluation proposed in Section 3.4, the correlation coefficients
found were analyzed according to Table 3.2. It was established that acceptable
results for this coefficient must be classified as “Very Strong Positive” at least; in
other words, the coefficients must be higher than 0.70.

Table 5.1: Number of Stations with Correlation Coefficients classified according to
Table 3.2

Classification Scenario 1 Scenario 2 Scenario 3 Scenario 4
Very Strong Positive 101 101 101 99
Moderate Positive 3 2 3 6
Weak Positive 1 2 1 0
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Figure 5.10: Errors points in Biomas Layers for Scenario 2

In all scenarios and in most stations, the objective was reached, with only a small
difference in Scenario 4. This scenario also had the greater number of stations with
“Moderate Positive” classification. Regarding the “Weak Positive” classification,
Scenarios 2 and 4 had no station.

Like other graphics, this table showed that there were no major gains among the
scenarios. The similar number of stations with correlation coefficients classified as
”Very Strong Positive” show that, for the correlation, the scenario with the minimum
set of attributes (Scenario 1) would be sufficient to estimate evapotranspiration with
good precision.

5.3.3 Relative Errors Results

It was established by the domain expert that the values of Mean Absolute Error
or Root Mean Square Error would be acceptable if the percentage of them in relation
to the evapotranspiration average of the station were not higher than 10%, as de-
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Figure 5.11: Errors points in Biomas Layers for Scenario 3

tailed in Section 4.5.2.2. These measures, called RMAE and RRMSE, respectively,
are summarized in Tables 5.2 and 5.3.

Table 5.2: Number of Stations with RMAE

RMAE Scenario 1 Scenario 2 Scenario 3 Scenario 4
Less than 10% 96 99 96 99
Greater Than 10% 9 6 9 6

Scenarios 2 and 4 had better results than other, occurring the same with RRMSE
quality measure.

5.4 Feedback out of Actions

After analyzing the results and with the positive outcomes described in the
previous section, we concluded that the experiment reached the initial objectives,
after the domain expert evaluation.
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Figure 5.12: Errors points in Biomas Layers for Scenario 4

Table 5.3: Number of Stations with RRMSE

RRMSE Scenario 1 Scenario 2 Scenario 3 Scenario 4
Less than 10% 85 87 82 87
Greater Than 10% 20 18 23 18

The models generated in this research work required less attributes than PM
equation, as described in Table A.1, simplifying the evapotranspiration estimation
process. The PM equation requires nine attributes while models generated in this
research work, illustrated in Table A.1, has five or six attributes, depending on
location and shown in Table 5.4.

Regarding to precision, the results had acceptable outcomes, according to results
shown in Section 5.3 and the quality metrics detailed in Section 3.4.

Therefore, a report was required by the domain expert with the results reached
in the Second Round of Execution, detailing:
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Table 5.4: Comparison of Required Variables

PM Method Data Science Approach
Wind speed Wind speed
Net radiation at the crop surface Nebulosity Average
Soil heat flux density Max Temperature Average
Mean daily air temperature Min Temperature Average
Saturation vapour pressure Total Precipitation
Actual vapour pressure Total Insolation
Saturation vapour pressure deficit
Slope vapour pressure curve
Psychrometric constant

• Station

• Correlation Coefficient

• MAE

• RMSE

• RMAE

• RRMSE

• Generated Equations

This report was produced using the Reporting Command, illustrated in Figure
4.1, from the software developed for the experiment execution and is shown in Table
A.1.



6. Related Works

6.1 Evapotranspiration

In relation to evapotranspiration, there are several studies about Data Mining
application for discovering alternative methods to estimate evapotranspiration.

Aiming to reach an efficient irrigation management and water resources planning,
Holman et al [45] proposed the use of Gaussian processes, a supervised learning
model, to estimate the daily crop evapotranspiration (ET). Initially, they evaluated
the data sources, analyzed some aspects of data sources such as continuity of series
and availability of parameters. To select the best model, between the estimated
reference ET and actual value, the root mean square error (RMSE) was used and by
comparing with results obtained with linear regression (LR) models, they obtained
more accuracy using the Gaussian process models.

For Shiri et al [47], commonly, many data mining applications consider only a
single data set assignment, as well as models are trained and tested using data of the
same station. An important limitation of this approach is that the generalization of
the developed models could not evaluated outside the training station. To solve this
problem, their work evaluates the performance of Gene Expression Programming
based models for estimating reference evapotranspiration according to temporal and
spatial criteria in some locations in Iran. Results shown that in some locations, the
locally trained models obtained better results that externally ones. In contrast, in
other locations, externally trained models obtained better results. They concluded
that externally trained models might be a valid alternative to locally trained ones,
specially if there are not sufficient available local data for training a model.

Regarding to required data limitation from the Penman-Monteith equation, El-
Shafie et al [48] proposed a modification for the Multi LayerPeceptron-Artificial
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Neural Network (MLP-ANN) modelling, named Ensemble Neural Network (ENN),
and applied for predicting daily potential evapotranspiration. This model was ap-
plied in two regions with different climatic conditions and used data from 1975 to
2005 of only three parameters as input pattern: maximum and minimum daily tem-
perature and solar radiation. Due to lack of lysimeters measures, data generate
from the PM method were used as reference ETo in order to evaluate the proposed
model. Results showed that this modified model outperformed the original one, with
satisfactory level of accuracy.

Xavier et al [49] developed grids of daily precipitation, evapotranspiration, and
the five climate variables generally required to estimate evapotranspiration in Brazil,
using data between 1980 and 2013, with the objective of providing a gridded me-
teorological data set. They used data from the National Institute of Meteorology
(INMET), the National Water Agency (ANA), and the Department of Water and
Power of São Paulo (DAEE) and, using some quality measures, they applied a qual-
ity control check discarding all data that failed in quality measures. To create the
gridded daily data, they used an interpolation method chosen from the evaluation
of six interpolation methods. Another interesting characteristic of this research was
the method used to present data: a scatter diagram in the Brazilian map, providing
an evaluation by region. As conclusions, they observed that performance depends
on both the amount of data available and the season.

Other studies refer to use remotely sensed data to estimate evapotranspiration.
Li et al [54] made a review of methodologies for evapotranspiration estimation using
this method for getting data. For them, the remote sensing technology has many
advantages over local measurements, such as data generation for large areas in short
time and it is practical for using in areas where measurements are difficult. However,
for Liou and Kar [55], some methods using this technology have low accuracy while
other have limitations over mountainous areas.

6.2 Data Science

Due to its multidisciplinary nature, the application of the Data Science tech-
niques is a subject of several scientific papers in different areas of knowledge, such
as Climate Changes, Agriculture, Health, Business Process Management, etc.

Regarding Hydrology, many research work consisted of reports of experiences
of the application of data mining, with several objectives. In Hewett research [44],
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data mining was used to generate predictive models of future water inflows of a
lake in Florida. The author applied table compression induction and results were
compared with three data analyses techniques: neural networks, decision tree and
associational rule mining. The table compression induction aims to solve the prob-
lem with large tables, transforming the original table in a table with fewer and more
general rules. This technique produced a lower error rate than other data mining
techniques compared.

Another work using data mining was produced by Keskin et al [46], that used
data mining for evaporation estimation, using daily pan evaporation data of three
lakes in Turkey. REP tree, KStar, decision table, artificial neural networks and
multilinear regression were the algorithms used in the research, with the best results
obtained with REP tree.

For Zanin [50], Data Science may provide insights in analysis of historical data
sets that cannot be easily discovered just by manual analysis or by relying on expert
judgement. His research used Data Science techniques to improve the analysis of
historical data in air transport and ATM, limited by the difficulties inherent to study
of heterogeneous data sets. In the conclusions, he pointed out an important aspect
of Data Science application in order to solve common problems: ’listen to the data’.
Shcherbakov et al [9] proposed a Lean Data Science Lifecycle with study case made
for energy time series analysis. They used Python scripts for Task Statement and
Data Integration tasks and used a chart for the Visualization of Results phase of
proposed lifecycle.

Regarding to the transportation systems, Lin [51] proposed an integrated ap-
proach for data science applications in intelligent transportation systems (ITS). This
approach comprises the integration of multiple steps in the data analysis process or
the integration of different models to build a more powerful one. For evaluation, two
case studies were made: to border crossing delay prediction and traffic accident data
analysis. To create an integrated database, multiple data sources were used such as
fixed sensors data, connected vehicles data, traffic accident data, social media data.
Some algorithms were used to analyze data and to create a forecasting model, such
as MP5 tree.
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6.3 Summary

The study of related works shown that there is extensive research using computer
techniques in evapotranspiration subject and some aspects can be highlighted from
these researches.

The first one regards to the objective of simplifying the currently methods to
estimate evapotranspiration. Although many works are only experience reports of
data mining processes, it is clear that data-driven approaches may be an alternative
for the currently methods used. The studies presented in this section showed a
diverse use of techniques to propose new methods for evapotranspiration estimation,
such as Gaussian processes and neural networks. It was also observed the form to
present the results, such as in Xavier et al research [49], with the use of maps to view
the results. A second aspect is related to comparison methods. Despite of the PM
model limitations, this method is normally used to compare results of the alternative
methods. This fact is due to absence of real measures of evapotranspiration and
because PM model is the reference from the FAO.

Related to the Data Science techniques application, there are some experience
reports in different domains. Many of these reports have described data mining
application, which is only one technique of the Data Science set. Some researches
were based in proposed lifecycle for Data Science application, such as the research
conducted by Shcherbakov et al [9].

In Lin research [51], many techniques from Data Science were used, comprising
from data integration to visualization of results. This research seems to be the closest
one to a complete Data Science application, using the key differentiator defined by
Loukides [22]: a holistic approach with data and not only the use of some techniques.

This approach is the main difference from this research project in relation to
the related works presented in this Chapter. These works were focused in simplify
the evapotranspiration estimation but using only one specific technique, such as
data mining or interpolation. By other side, this research work was applied on
phases of data lifecycle and had deeply interaction with the domain expert, in all
step of the Data Science lifecycle. In addiction, the approach presented in this
research was focused in product delivery for end users and providing the repeatability
characteristic of experiment.



7. Conclusions

7.1 Final Considerations

This research project applied techniques from Data Science to solve a known
problem in the Hydrology domain: the estimation of evapotranspiration, a critical
component in the water cycle.

Currently, there are many methods to estimate evapotranspiration, such as the
Penman-Monteith and Thornthwaite models. The former is considered to be the
most precise model and is recommended by FAO. However, it is described in the
literature as a very complex model, requiring many variables, which restricts its use
in regions that do not have measurements for all required variables. The second
model, used by INMET, is simpler when compared to the Penman-Monteith model,
but it underestimates evapotranspiration under dry conditions.

Despite of the advantages and disadvantages of both models, they share one
common characteristic: since the evapotranspiration process using these approaches
is model-driven, the measurement of the required variables is mandatory. In the
absence of values of any variable, their application are not possible. One recommen-
dation for the missing data problem is to use values from near locations. Although
it partially solves the missing data problem, this approach has a cost on precision.

Based on the limitations in current models, the persent work addressed the
following research question: Is it possible to simplify evapotranspiration estimation
with good precision?

Considering the above, this research proposed a new approach to estimate evap-
otranspiration values, based on a key difference from current models: the estimation
is data-driven. In other words, our evapotranspiration estimation models are built
from the data gathered at the measurement stations.
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In order to accomplish this goal, Data Science techniques were used. They offer a
new way to extract value from data, generating products to solve research questions.
There are other techniques to work with data, some of them included in the set of
Data Science tools and methods. However, the key characteristic of Data Science is
its holistic approach to working with data, with the application of its techniques on
the whole data cycle.

Another important change brought by Data Science is the high level of engage-
ment of domain experts in the research process. Data Science can be applied for
all knowledge areas, but it is not required that data scientists have deep knowledge
about many domains. Therefore, the domain expert is a fundamental component
in the Data Science lifecycle, participating from the problem definition step to the
evaluation of results. Although data scientists could bring insights and propose
new strategies, the domain expert is the one who has enough knowledge to validate
results and propose solutions.

For this research, a hydrology expert has taken the role of domain expert, propos-
ing research questions, discussing strategies, suggesting new experiment scenarios
and validating the outcomes. In the application of Data Science in this research,
we adopted a Data Science lifecycle based on Lean Development. This lifecycle was
used for its high level of interaction and fast delivery of results to be evaluated by
the domain expert.

In the internal cycle of the adopted Data Science lifecycle, two rounds of execu-
tion were needed, with adjusts suggested by the domain expert. After the execution
of the second round and the interpretation of the results, it was required by the
domain expert that results be summarized in graphs and plotted in maps. The
objective of this phase was to check whether the results had a positive outcome and
identify possible relationships with the results and regional characteristics.

After analyzing the results, the domain expert concluded that these results pre-
sented a positive outcome, reaching the goals defined in the solution evaluation
section and the new quality measures defined during the internal cycle.

With the models generated in this approach for evapotranspiration estimation, it
was possible to simplify the estimation process, requiring less variables than Penman-
Monteith model, decreasing from nine required variables to five or six, depending
on model generated for each measurement station used in this research, as shown
in Table 5.4. Regarding to the quality metrics for precision, defined in the Subsec-
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tion 4.5.2.2, this research it was successfull for the most stations used in experiment
steps, as shown in Tables 5.2 and 5.3.

Thus, it was possible to conclude that this research reached its objective with
positive outcomes, according to the goals defined in previous Chapters.

7.2 Contributions

This research contributed to both areas of Information Systems and Hydrology.
For Information Systems research, the Data Science application using a lifecycle
based on the Lean Development showed the importance of the domain expert in a
Data Science research project as well the need for fast deliveries so as to guarantee
the high level of interaction with the domain expert.

Regarding the artifacts and methods used, this research showed how Data Science
is more than a data analysis method. In order to provide the results required by the
domain expert, many tools and technologies were needed and they were integrated
by a developed software. This research used programming languages such as Java
and R, a data mining tool (Weka), a non-relational database (MongoDB), and tools
for results visualization in georeferenced forms.

Basic statistics analysis was also used to generate information about the datasets
in preliminary phases of the Data Science lifecycle as well as in the intermediary
and final phases, in the evaluation of results.

As for areas related to water studies, such as Hydrology, this research contributed
with a new approach to analyze meteorological data for the estimation of evapotran-
spiration.

Furthermore, the results plotted in maps with climate and biomes layers provided
a view of this approach in relation to regional characteristics, such as climate and
vegetation. Besides, these maps could be used for new experiments in other topics
or even in the subject of evapotranspiration.

The simplified models for evapotranspiration estimation could also be considered
a contribution of this work. Researchers would be able to use these models to
estimate evapotranspiration as well as to compare them with other methods.
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7.3 Future Work

Many works could originate from this research. An extension of this work, using
more measurement stations and increasing the number of instances, could produce
more information about evapotranspiration estimation.

Also, a deeper study could be made about the relationships of the local char-
acteristics, such as climate and vegetation. Other environmental aspects, such as
soil types, could also be the subject of new studies. The soil type has an important
relation with the evapotranspiration rate, depending on the soil’s water absorption
capacity.

In this study, a minimum set of attributes for evapotranspiration estimation was
used with the inclusion of two other attributes: total precipitation and sunshine
hours. Other studies could be made using other climatic and meteorological at-
tributes and evaluating the impact of the inclusion of these attributes. This research
had, as initial objective, a less number possible of variables used in the evapotran-
spiration estimation. However, new studies can be made using all variables presents
in meteorological datasets, that could show which variables are more important in
the evapotranspiration estimation.

The algorithm used for the Data Modelling task was M5P, as shown in 4.4.5. New
studies could be made with other algorithms, comparing them and evaluating which
algorithm would be better for a defined conditions set, such as variables available
or physical local conditions.

The approach used here could also be used to fill the missing data in the data
historical series, increasing the range of periods for further studies. Another sug-
gestion could be the use of the Data Science approach applied here to study the
possible errors in the data historical series.

Regarding Data Science studies, the lifecycle adopted here could be object of
study with proposals of changes and studying the impact of these changes in the
results. In this suggestion, the main object of study could be the own process of Data
Science application, proposing alternatives lifecycles, identifying better practices for
the lifecycle tasks, etc.

Finally, the approach used here could be used in other knowledge areas, such
as biodiversity or health. These areas have many data from different sources that
could be used in some research projects.
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B.Availability of data for All Stations

Table B.1: Availability of data for each attribute, between 2010 and 2014

stationname WA MW EP PE RE IT NM NP PT PS PM TA TC TI UR VM

ac_cruzeirodosul 0 0 18.34 3.34 3.34 0 0 31.67 0 91.67 1.67 0 0 0 0 100

ac_riobranco 0 0 16.67 1.67 1.67 0 0 31.67 0 86.67 0 0 0 0 0 100

ac_tarauaca 0 0 16.67 0 0 0 0 18.34 0 100 100 0 1.67 1.67 0 100

al_aguabranca 3.71 3.71 3.71 3.71 3.71 3.71 3.71 38.89 0 100 3.71 3.71 3.71 3.71 3.71 100

al_maceio 100 100 48.34 0 0 81.67 0 36.67 0 100 86.67 0 5 1.67 5 100

al_palmeiras-

dosindios

0 0 0 0 0 0 0 20 0 100 0 0 0 0 0 100

al_paodeacucar 0 7.02 14.04 7.02 7.02 19.3 8.78 47.37 0 100 85.97 7.02 8.78 8.78 8.78 100

al_portodepedras 0 5.27 5.27 7.02 7.02 7.02 7.02 21.06 0 100 92.99 5.27 5.27 5.27 5.27 100

am_barcelos 1.67 1.67 15 1.67 1.67 1.67 1.67 18.34 0 100 100 1.67 1.67 1.67 1.67 100

am_benjamincon-

stant

5 3.34 21.67 16.67 16.67 10 8.34 35 0 100 100 5 5 5 5 100

am_coari 0 0 15 6.67 6.67 100 0 18.34 0 100 100 0 0 0 0 100

am_codajas 0 0 20 3.34 3.34 0 0 35 0 100 100 1.67 3.34 0 1.67 100

am_eurunepe 0 0 16.67 1.67 1.67 0 0 18.34 0 100 100 3.34 3.34 0 0 100

am_fonteboa 0 0 15 1.67 1.67 3.34 0 31.67 0 88.34 88.34 0 0 0 0 100

am_iauarete 1.7 0 15.26 10.17 10.17 3.39 1.7 32.21 0 100 10.17 1.7 15.26 11.87 3.39 100

am_itacoatiara 0 0 15 0 0 15 0 20 0 100 100 0 0 0 0 100

am_labrea 0 0 16.67 1.67 1.67 45 0 35 0 90 86.67 1.67 1.67 0 3.34 100

am_manaus 0 0 15 0 0 0 0 18.34 0 91.67 91.67 0 0 0 0 100

am_manicore 0 0 15 0 0 58.34 0 18.34 0 91.67 100 1.67 1.67 0 0 100

am_parintins 0 0 15 0 0 25 0 20 0 100 100 0 0 0 0 100

am_sgdacachoeira 3.34 1.67 18.34 6.67 6.67 3.34 3.34 31.67 0 100 100 1.67 3.34 3.34 1.67 100

am_tefe 1.67 1.67 18.34 3.34 3.34 1.67 1.67 35 0 100 100 1.67 1.67 1.67 1.67 100

ap_macapa 0 0 3.34 0 0 1.67 0 31.67 0 83.34 90 0 0 0 0 100

ba_alagoinhas 0 0 15 0 0 98.34 0 36.67 0 100 40 0 0 0 0 100

ba_barra 20 20 100 5 5 5 3.34 26.67 0 100 3.34 3.34 3.34 3.34 50 100

ba_barreiras 1.86 1.86 14.82 3.71 3.71 1.86 1.86 40.75 0 75.93 1.86 1.86 1.86 1.86 100 100

ba_bomjesus-

dalapa

0 0 13.34 3.34 3.34 1.67 0 23.34 0 95 0 0 0 0 0 100

ba_caetite 53.34 48.34 13.34 0 0 3.34 0 20 0 100 0 1.67 1.67 0 0 100

ba_canavieiras 0 0 13.34 0 0 0 0 18.34 0 100 85 8.34 65 60 3.34 100

ba_caravelas 0 0 11.67 0 0 88.34 0 33.34 0 85 80 0 0 0 0 100

ba_carinhanha 10.17 6.78 20.34 11.87 11.87 32.21 8.48 32.21 0 100 6.78 6.78 6.78 6.78 100 100

ba_cipo 0 0 11.67 0 0 1.67 0 31.67 0 100 23.34 0 0 0 0 100
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ba_correntina 18.97 18.97 24.14 8.63 8.63 6.9 5.18 43.11 0 100 5.18 5.18 5.18 5.18 100 100

ba_cruzdasalmas 100 100 15 100 100 25 0 31.67 0 100 0 100 100 68.34 100 100

ba_feiradesantana 0 0 15 100 100 0 0 36.67 0 100 0 0 0 0 0 100

ba_guaratinga 96.67 93.34 11.67 1.67 1.67 1.67 0 18.34 0 100 0 26.67 26.67 0 0 100

ba_irece 30 28.34 100 3.34 3.34 3.34 0 23.34 0 100 0 0 11.67 11.67 0 100

ba_itaberava 81.67 80 100 0 0 3.34 0 20 0 100 0 0 0 0 0 100

ba_itirucu 8.34 8.34 25 8.34 8.34 10 8.34 36.67 0 100 8.34 8.34 8.34 8.34 100 100

ba_ituacu 0 0 15 0 0 0 0 20 0 100 0 0 0 0 3.34 100

ba_jacobina 6.67 1.67 18.34 0 0 3.34 0 20 0 91.67 0 6.67 6.67 0 0 100

ba_lencois 0 0 13.34 0 0 0 0 18.34 0 90 0 0 5 5 0 100

ba_montesanto 21.67 21.67 11.67 0 0 0 0 18.34 0 100 0 5 5 0 0 100

ba_mor-

rodochapeu

0 0 11.67 0 0 1.67 0 20 0 100 0 0 0 0 0 100

ba_pauloafonso 0 6.67 71.67 11.67 11.67 8.34 5 36.67 0 100 0 0 0 0 0 100

ba_remanso 0 41.67 100 0 0 5 0 26.67 0 100 3.34 0 0 0 0 100

ba_salvador 0 0 11.67 0 0 0 0 18.34 0 95 85 0 0 0 0 100

ba_santaritade-

cassia

0 15 15 3.34 3.34 3.34 1.67 38.34 0 100 1.67 10 10 1.67 3.34 100

ba_senhordobon-

fim

0 5.27 5.27 5.27 5.27 10.53 5.27 0 0 100 5.27 5.27 5.27 5.27 100 100

ba_serrinha 0 18.34 11.67 0 0 0 0 20 0 100 0 10 10 0 0 100

ba_vitoriadacon-

quista

0 8.34 13.34 0 0 1.67 0 36.67 0 93.34 0 0 15 16.67 0 100

ce_acarau 23.08 15.39 38.47 53.85 53.85 30.77 23.08 15.39 0 100 69.24 15.39 15.39 15.39 15.39 100

ce_barbalha 0 0 1.67 0 0 0 0 36.67 0 90 0 0 0 0 0 100

ce_campossales 3.34 3.34 3.34 3.34 3.34 3.34 3.34 20 0 100 3.34 3.34 3.34 3.34 3.34 100

ce_crateus 0 0 0 1.73 1.73 1.73 0 18.97 0 86.21 0 0 0 0 1.73 100

ce_fortaleza 0 0 16.67 0 0 0 0 18.34 0 93.34 91.67 0 0 0 0 100

ce_guaramiranga 0 0 0 0 0 0 0 18.34 0 100 0 0 0 0 0 100

ce_iguatu 0 0 0 0 0 0 0 18.34 0 100 0 0 0 0 0 100

ce_jaguaruana 0 0 0 0 0 0 0 23.34 0 100 93.34 0 0 0 0 100

ce_moradanova 0 0 0 0 0 0 0 21.82 0 100 83.64 0 0 0 0 100

ce_quixeramobim 0 0 1.67 0 0 0 0 31.67 0 80 0 0 0 0 0 100

ce_sobral 0 1.67 0 0 0 0 0 36.67 0 100 40 0 0 0 0 100

ce_taua 0 1.82 3.64 5.46 5.46 12.73 1.82 21.82 0 100 1.82 1.82 1.82 1.82 1.82 100

df_brasilia 0 0 0 0 0 0 0 31.67 0 93.34 0 0 0 0 0 100

df_roncador 0 0 5.09 100 100 23.73 0 49.16 0 100 0 0 30.51 0 30.51 100

es_saomateus 100 100 0 0 0 0 0 35.6 0 91.53 84.75 0 0 0 16.95 100

es_vitoria 43.34 43.34 1.67 1.67 1.67 1.67 1.67 36.67 0 90 81.67 1.67 1.67 1.67 35 100

go_aragarcas 0 0 0 0 0 0 0 35 0 100 0 0 0 0 0 100

go_catalao 0 0 0 1.67 1.67 100 0 33.34 0 100 0 0 0 0 0 100

go_formosa 0 0 0 1.67 1.67 0 0 33.34 0 100 0 0 0 0 0 100

go_goiania 0 0 0 0 0 100 0 20 0 91.67 0 0 0 0 0 100

go_ipameri 0 0 0 0 0 100 0 33.34 0 100 0 0 0 0 0 100

go_itumbiara 3.58 0 7.15 92.86 92.86 7.15 3.58 17.86 14.29 100 100 0 71.43 71.43 14.29 100

go_jatai 0 0 1.67 0 0 0 0 35 0 100 0 0 0 0 6.67 100

go_pirenopolis 0 0 1.67 0 0 0 0 20 0 100 0 0 0 0 0 100

go_posse 0 0 0 0 0 76.67 0 35 0 81.67 0 0 0 0 0 100

go_rioverde 3.39 3.39 5.09 5.09 5.09 8.48 6.78 32.21 0 100 3.39 6.78 6.78 3.39 3.39 100

ma_altoparnaiba 6.67 3.34 3.34 0 0 3.34 0 35 0 100 0 0 0 0 0 100

ma_bacabal 5 3.34 6.67 8.34 8.34 11.67 0 35 0 88.34 78.34 0 8.34 10 0 100
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ma_balsas 0 0 5 0 0 3.34 0 21.67 0 100 0 0 0 0 0 100

ma_barradocorda 0 0 3.34 0 0 3.34 0 16.67 0 90 0 28.34 28.34 0 0 100

ma_carolina 0 0 5 0 0 0 0 35 0 85 0 3.34 3.34 0 0 100

ma_caxias 11.67 11.67 8.34 0 0 0 0 36.67 0 100 21.67 0 0 0 0 100

ma_chapadinha 0 0 5 0 0 0 0 21.67 0 100 25 0 0 0 0 100

ma_colinas 21.67 18.34 8.34 3.34 3.34 3.34 3.34 36.67 0 100 3.34 3.34 8.34 13.34 3.34 100

ma_imperatriz 0 0 5 1.67 1.67 6.67 0 35 0 100 0 13.34 13.34 3.34 0 100

ma_saoluis 0 0 3.34 0 0 0 0 31.67 0 93.34 90 28.34 28.34 0 0 100

ma_turiacu 0 0 3.34 0 0 0 0 36.67 0 100 88.34 0 13.34 35 0 100

ma_zedoca 0 3.34 5 0 0 0 0 35 0 100 76.67 5 5 0 0 100

mg_aimores 3.78 3.78 3.78 5.67 5.67 3.78 3.78 30.19 0 100 79.25 3.78 3.78 3.78 3.78 100

mg_aracuai 0 0 1.67 1.67 1.67 100 0 36.67 0 100 0 5 5 0 0 100

mg_araxa 0 0 0 0 0 0 0 35 0 86.67 0 0 0 0 0 100

mg_arinos 0 0 0 0 0 100 0 35 0 100 0 0 0 0 0 100

mg_bambui 0 0 0 3.34 3.34 0 0 35 0 100 0 0 0 0 0 100

mg_barbacena 0 0 1.67 0 0 0 0 18.34 0 100 0 41.67 41.67 0 0 100

mg_belohorizonte 0 0 0 0 0 0 0 21.67 0 83.34 0 0 0 0 0 100

mg_bomdespacho 1.67 1.67 1.67 100 100 1.67 1.67 38.34 0 100 100 11.67 15 1.67 3.34 100

mg_caldas 65 63.34 5 100 100 10 0 40 0 100 100 0 5 0 3.34 100

mg_caparao 0 0 3.34 23.34 23.34 0 0 35 0 100 0 0 0 0 0 100

mg_capinopolis 0 0 3.34 0 0 0 0 35 0 100 0 18.34 18.34 0 0 100

mg_caratinga 0 0 0 0 0 0 0 35 0 86.67 0 0 0 0 0 100

mg_carbonita 100 100 0 100 100 100 0 40 0 100 100 0 3.34 0 3.34 100

mg_cdomatoden-

tro

5 1.67 0 1.67 1.67 0 0 35 0 100 1.67 0 0 0 0 100

mg_coronel-

pacheco

? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?

mg_curvelo 0 0 3.34 78.34 78.34 100 0 43.34 0 100 100 31.67 38.34 5 1.67 100

mg_diamantina 0 0 0 0 0 1.67 0 35 0 100 0 26.67 26.67 0 5 100

mg_divinopolis 0 0 1.67 3.34 3.34 0 0 35 0 100 0 3.34 3.34 0 0 100

mg_espinosa 8.34 0 33.34 5 5 30 20 55.01 0 100 0 0 26.67 0 26.67 100

mg_florestal 100 100 15 43.34 43.34 100 100 43.34 0 100 100 1.67 100 100 100 100

mg_formoso 0 0 0 1.82 1.82 1.82 0 34.55 0 100 100 0 0 0 0 100

mg_frutal 2.44 2.44 4.88 4.88 4.88 9.76 2.44 4.88 0 100 9.76 43.91 43.91 9.76 9.76 100

mg_ibirite 10.53 10.53 33.34 100 100 100 0 35.09 0 100 100 35.09 35.09 0 1.76 100

mg_itamarandiba 0 0 0 0 0 100 0 35 0 100 0 1.67 1.67 0 0 100

mg_ituiutaba 0 0 0 46.67 46.67 1.67 0 35 0 100 0 38.34 40 20 40 100

mg_janauba 0 0 1.67 1.67 1.67 0 0 38.34 0 100 100 0 0 0 0 100

mg_januaria 0 0 3.34 0 0 0 0 35 0 100 0 0 0 0 0 100

mg_joaopinheiro 0 0 1.67 0 0 100 0 35 0 86.67 0 10 10 0 0 100

mg_juizdefora 1.67 0 6.67 5 5 5 1.67 35 0 100 0 5 5 0 1.67 100

mg_juramento 0 0 1.67 100 100 0 0 38.34 0 100 100 0 43.34 41.67 1.67 100

mg_lambari 100 100 100 100 100 100 100 0 0 100 100 0 100 100 100 100

mg_lavras 0 0 0 0 0 0 0 35 0 100 0 0 0 0 0 100

mg_machado 0 0 0 1.67 1.67 0 0 35 0 100 0 0 0 0 0 100

mg_mocambinho 6.67 0 23.34 10 10 10 6.67 6.67 0 100 0 0 0 0 0 100

mg_monteazul 18.34 18.34 41.67 0 0 0 0 36.67 0 100 0 1.67 1.67 1.67 0 100

mg_montesclaros 0 0 0 0 0 0 0 35 0 81.67 0 0 0 0 0 100

mg_paracatu 0 0 0 1.67 1.67 0 0 35 0 100 0 0 0 0 0 100

mg_patosdeminas 0 0 0 0 0 0 0 35 0 100 0 0 0 0 0 100

mg_pedraazul 0 0 0 0 0 0 0 36.67 0 100 0 11.67 11.67 0 0 100
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mg_pirapora 5 3.34 5 11.67 11.67 8.34 6.67 35 0 100 3.34 3.34 3.34 3.34 3.34 100

mg_pompeu 0 0 3.34 0 0 100 0 35 0 100 0 13.34 13.34 0 0 100

mg_salinas 0 0 0 0 0 0 0 36.67 0 100 0 0 0 0 0 100

mg_saolourenco 1.67 1.67 1.67 1.67 1.67 1.67 1.67 35 0 100 1.67 1.67 1.67 1.67 1.67 100

mg_saosdoparaiso 23.08 23.08 23.08 100 100 26.93 23.08 3.85 0 100 100 7.7 23.08 23.08 23.08 100

mg_setelagoas 15 13.34 0 3.34 3.34 0 0 35 0 100 0 0 8.34 8.34 0 100

mg_uberaba 0 0 0 0 0 1.67 0 35 0 100 0 0 0 0 0 100

mg_unai 0 0 0 0 0 100 0 35 0 100 100 0 0 0 0 100

mg_vicosa 0 0 0 1.67 1.67 0 0 35 0 100 0 0 0 0 0 100

ms_corumba 61.12 61.12 87.04 3.71 3.71 29.63 0 11.12 0 88.89 37.04 3.71 87.04 87.04 27.78 100

ms_ivinhema 0 0 74.08 0 0 16.67 0 24.08 0 100 0 75.93 100 100 74.08 100

ms_nhumirim 0 0 7.32 100 100 7.32 0 19.52 0 100 97.57 0 24.4 0 24.4 100

ms_paranaiba 0 0 11.67 1.67 1.67 1.67 0 18.34 0 88.34 0 0 0 1.67 16.67 100

ms_pontapora 0 0 21.67 0 0 100 0 18.34 0 90 0 28.34 28.34 18.34 0 100

mt_caceres 100 100 57.7 9.62 9.62 7.7 7.7 36.54 0 100 7.7 9.62 9.62 7.7 7.7 100

mt_canarana 0 0 63.34 0 0 3.34 0 33.34 0 100 0 18.34 18.34 0 0 100

mt_cuiaba 100 100 65 0 1.67 0 3.34 38.34 0 93.34 0 0 6.67 6.67 0 100

mt_diamantino 0 0 60 0 0 100 0 33.34 0 100 0 0 0 0 0 100

mt_glebaceleste 7.7 7.7 51.93 9.62 9.62 7.7 7.7 30.77 0 90.39 7.7 7.7 7.7 7.7 7.7 100

mt_matupa 0 0 51.67 0 0 0 0 31.67 0 100 0 0 0 0 0 100

mt_novaxav 0 0 58.34 1.67 1.67 0 0 35 0 100 0 0 0 0 0 100

mt_padrericardo 0 0 68.34 0 0 0 0 36.67 0 100 1.67 0 0 0 0 100

mt_poxoreo 0 0 56.67 0 0 0 0 33.34 0 91.67 0 0 0 0 0 100

mt_rondonopolis 8.34 5 68.34 11.67 11.67 100 8.34 41.67 0 100 100 8.34 11.67 8.34 5 100

mt_saojosedori-

oclaro

8.34 8.34 61.67 5 5 8.34 8.34 33.34 0 100 8.34 20 23.34 13.34 8.34 100

pa_altamira 0 0 3.34 0 0 0 0 31.67 0 86.67 25 0 0 0 0 100

pa_belem 0 0 5 0 0 0 0 31.67 0 90 78.34 0 0 0 0 100

pa_belterra 0 0 5 0 0 0 0 31.67 0 90 78.34 0 0 0 0 100

pa_breves 0 0 5 0 0 5 0 31.67 0 100 81.67 0 11.67 23.34 0 100

pa_cameta 0 0 3.34 0 0 0 0 35 0 100 83.34 0 0 0 0 100

pa_conce-

icaodoaraguaia

? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?

pa_itaituva 0 0 3.34 0 0 0 0 31.67 0 91.67 90 0 0 28.34 0 100

pa_maraba 5 5 11.67 0 0 13.34 0 31.67 0 90 38.34 6.67 6.67 1.67 0 100

pa_montealegre 0 0 3.34 0 0 0 0 31.67 0 100 23.34 0 0 0 0 100

pa_obidos 6.67 6.67 11.67 6.67 6.67 10 6.67 35 0 100 90 6.67 6.67 6.67 6.67 100

pa_portodemoz 0 0 3.45 0 0 0 0 36.21 0 100 84.49 0 0 0 0 100

pa_saofelix-

doxingu

8.34 8.34 18.34 56.67 56.67 25 8.34 31.67 0 100 8.34 18.34 66.67 8.34 66.67 100

pa_soure 0 0 3.34 0 0 0 0 36.67 0 100 81.67 1.67 1.67 0 0 100

pa_tracuateua 25.43 25.43 8.48 3.39 3.39 27.12 1.7 30.51 0 100 81.36 8.48 8.48 1.7 1.7 100

pa_tucurui 0 0 3.34 0 0 6.67 0 33.34 0 100 83.34 0 0 0 0 100

pb_areia 0 0 0 0 0 0 0 35 0 100 0 3.34 3.34 0 0 100

pb_campina-

grande

0 0 1.67 0 0 0 0 35 0 100 0 0 0 0 0 100

pb_joaopessoa 0 0 0 0 0 0 0 18.34 0 100 80 0 0 0 0 100

pb_monteiro 3.39 3.39 6.78 0 0 15.26 0 20.34 0 100 0 6.78 6.78 0 0 100

pb_patos 0 0 0 0 0 0 0 36.67 0 96.67 0 0 1.67 0 0 100

pb_saogoncalo 0 3.78 5.67 3.78 3.78 3.78 3.78 22.65 0 100 3.78 3.78 3.78 3.78 3.78 100

pe_arcoverde 6.9 3.45 0 0 0 0 0 20.69 0 100 0 0 0 0 0 100



APPENDIX B. AVAILABILITY OF DATA FOR ALL STATIONS 93

pe_cabrobo 1.82 1.82 5.46 1.82 3.64 1.82 1.82 40 0 100 1.82 1.82 1.82 1.82 1.82 100

pe_garanhuns 3.34 1.67 10 6.67 6.67 31.67 6.67 38.34 0 100 1.67 3.34 100 83.34 100 100

pe_ouricuri 0 0 0 0 0 0 0 36.67 0 100 0 0 0 0 0 100

pe_petrolina 0 0 0 0 0 0 0 21.67 0 93.34 0 0 0 0 0 100

pe_recife 0 0 0 0 0 0 0 35 0 90 85 0 0 0 0 100

pe_surubim 0 0 0 0 0 0 0 20 0 100 0 0 0 0 0 100

pe_triunfo 0 0 0 0 0 1.67 0 20 0 100 0 0 0 0 13.34 100

pi_bomjesusdopi-

aui

5.18 5.18 5.18 5.18 8.63 8.63 5.18 31.04 0 100 5.18 5.18 5.18 5.18 5.18 100

pi_caldeirao 0 0 5 3.34 3.34 18.34 0 41.67 0 100 100 0 13.34 0 15 100

pi_caracol 1.79 1.79 1.79 5.36 5.36 3.58 3.58 25 0 100 1.79 1.79 1.79 1.79 1.79 100

pi_esperantina 0 0 0 3.34 3.34 0 0 40 0 100 100 0 8.34 0 8.34 100

pi_floriano 0 0 0 0 0 0 0 21.67 0 85 1.67 0 0 0 0 100

pi_luzilandia 5.09 1.7 61.02 20.34 20.34 15.26 6.78 44.07 0 100 100 1.7 8.48 1.7 10.17 100

pi_parnaiba 0 0 0 0 0 1.67 0 36.67 0 81.67 93.34 0 100 73.34 100 100

pi_paulistana 0 0 0 0 0 0 0 25.46 0 100 0 0 0 0 0 100

pi_picos 0 0 0 0 0 0 0 20.69 0 100 0 0 0 0 0 100

pi_piripiri 0 0 5 0 0 0 0 20 0 100 0 0 0 0 0 100

pi_saojoaodopiaui 0 0 1.67 0 0 0 0 25 0 100 0 0 0 0 0 100

pi_teresina 0 0 3.34 0 3.34 0 0 36.67 0 91.67 95 1.67 11.67 11.67 5 100

pi_valedogurgueia 0 0 0 5 5 1.67 0 38.34 0 100 100 0 8.34 0 8.34 100

pr_campomourao 0 0 5 0 0 28.34 0 36.67 0 96.67 0 25 25 1.67 0 100

pr_castro 0 0 5 0 0 0 0 18.34 0 100 0 30 30 0 0 100

pr_curitiba 0 0 5 0 0 0 0 36.67 0 86.67 0 0 0 0 0 100

pr_irati 0 0 5 0 0 0 0 36.67 0 93.34 0 0 0 0 0 100

pr_ivai 0 0 5 0 0 0 0 18.34 0 100 0 0 0 0 0 100

pr_londrina 0 0 5 0 0 0 0 20 0 88.34 0 0 0 0 0 100

pr_maringa 0 0 5 0 0 0 0 36.67 0 100 0 0 0 0 0 100

pr_paranagua 76.67 76.67 5 1.67 1.67 100 0 18.34 0 100 85 18.34 18.34 0 0 100

rj_campos 0 0 0 0 0 100 0 35 0 93.34 88.34 0 0 0 0 100

rj_cordeiro 1.73 1.73 3.45 1.73 1.73 5.18 1.73 18.97 0 100 1.73 1.73 1.73 1.73 63.8 100

rj_itaperuna 0 0 0 0 0 0 0 35 0 100 60 0 0 0 0 100

rj_patidoalferes 1.7 1.7 3.39 8.48 8.48 45.77 5.09 30.51 0 100 100 1.7 8.48 1.7 22.04 100

rj_resende 1.67 1.67 5 1.67 1.67 1.67 1.67 36.67 0 86.67 1.67 1.67 1.67 1.67 20 100

rj_riodejaneiro 26.67 26.67 0 1.67 3.34 100 0 31.67 0 100 91.67 0 0 0 0 100

rn_apodi 0 0 0 0 0 0 0 32.76 0 100 13.8 0 0 0 0 100

rn_cearamirim 3.39 3.39 47.46 3.39 3.39 8.48 3.39 23.73 0 100 84.75 3.39 3.39 3.39 3.39 100

rn_cruzeta 0 0 0 0 0 0 0 35 0 100 0 0 0 0 0 100

rn_florania 0 0 0 0 0 0 0 20 0 100 0 0 0 0 0 100

rn_macau 0 0 3.34 0 0 36.67 0 38.34 0 100 86.67 0 20 30 18.34 100

rn_natal 0 0 0 0 0 0 0 31.67 0 90 86.67 0 0 0 0 100

rn_serido 0 0 3.34 0 0 0 0 35 0 100 0 0 0 0 0 100

rr_boavista 0 0 15 0 0 0 0 20 0 100 100 1.67 1.67 0 0 100

rr_caracarai 0 0 15 3.34 3.34 33.34 1.67 21.67 0 100 100 0 0 0 0 100

rs_bage 0 0 6.67 0 0 0 0 18.34 0 78.34 0 0 0 0 0 100

rs_bentogoncalves 0 0 0 100 100 0 0 27.09 0 100 100 0 2.09 0 0 100

rs_bomjesus 0 0 6.67 0 0 0 0 18.34 0 100 0 0 0 0 0 100

rs_caxiasdosul 0 0 6.67 0 0 0 0 35 0 100 0 0 0 0 0 100

rs_cruzalta 0 0 6.67 0 0 0 0 18.34 0 100 0 0 1.67 1.67 0 100

rs_encruzilhada-

dosul

11.67 11.67 6.67 0 0 0 0 18.34 0 100 0 0 0 0 0 100
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rs_irai 0 0 8.34 8.34 8.34 0 0 18.34 0 91.67 0 0 0 0 0 100

rs_lagoavermelha 100 100 6.67 1.67 1.67 0 0 35 0 100 0 1.67 1.67 0 0 100

rs_passofundo 0 0 6.67 0 0 0 0 35 0 100 0 0 0 0 0 100

rs_pelotas 6.67 6.67 6.67 0 0 6.67 6.67 41.67 6.67 100 93.34 6.67 18.34 6.67 15 100

rs_portoalegre 0 0 0 0 0 0 0 18.34 0 91.67 91.67 0 0 0 0 100

rs_riogrande 0 0 6.67 0 0 96.67 0 36.67 0 100 88.34 0 0 0 0 100

rs_santamaria 0 0 6.67 1.67 1.67 0 0 35 0 100 71.67 0 0 0 0 100

rs_santanadolivra-

mento

0 0 0 2.09 2.09 2.09 2.09 18.75 0 100 0 0 0 0 0 100

rs_santavitori-

adopalmar

1.67 1.67 6.67 0 0 0 0 18.34 0 90 88.34 0 0 0 0 100

rs_saoluizgonzaga 0 0 6.67 0 0 0 0 18.34 0 100 0 0 0 0 0 100

rs_torres 0 0 6.67 0 0 1.67 0 35 0 100 88.34 0 0 0 0 100

rs_uruguaiana 0 0 6.67 0 0 0 0 35 0 100 86.67 0 0 0 0 100

sc_camposnovos 0 0 6.67 0 0 0 0 36.67 0 100 0 0 0 0 0 100

sc_chapeco 0 0 7.41 1.86 1.86 0 0 40.75 0 100 0 0 1.86 0 1.86 100

sc_florianopolis 1.67 1.67 6.67 0 0 0 0 18.34 0 83.34 78.34 0 0 0 0 100

sc_indaial 0 0 23.34 21.67 21.67 0 0 36.67 0 100 88.34 16.67 20 20 10 100

sc_lages 0 0 6.67 0 0 0 0 36.67 0 100 0 0 0 0 0 100

sc_saojoaquim 0 0 6.67 0 0 0 0 35 0 100 0 0 0 0 0 100

sc_urussanga 0 0 0 100 100 0 0 37.5 0 100 100 0 16.08 0 12.5 100

se_aracaju 0 0 100 0 0 1.67 0 36.67 0 93.34 80 0 0 0 0 100

se_itabaianinha 0 0 11.67 0 0 0 0 18.34 0 100 0 0 0 0 0 100

se_propria 0 1.67 100 0 0 1.67 0 20 0 100 90 0 0 0 0 100

sp_avare 12.25 6.13 75.52 42.86 42.86 100 26.54 20.41 0 100 6.13 38.78 38.78 6.13 81.64 100

sp_camposdojor-

dao

100 100 15 1.67 1.67 100 0 31.67 0 100 100 18.34 61.67 25 66.67 100

sp_catanduva 0 0 3.51 0 0 29.83 0 33.34 0 68.43 0 0 0 0 64.92 100

sp_franca 0 0 3.34 0 0 0 0 33.34 0 100 95 8.34 8.34 0 0 100

sp_guarulhos 0 0 6.78 0 0 0 0 35.6 0 100 0 0 0 0 0 100

sp_presidentepru-

dente

6.9 6.9 79.32 13.8 13.8 51.73 13.8 6.9 0 72.42 6.9 10.35 13.8 6.9 100 100

sp_saocarlos 0 0 26.67 0 0 15 0 33.34 0 85 0 0 0 0 0 100

sp_saopaulo 0 0 0 0 0 1.67 0 18.34 0 81.67 0 3.34 3.34 0 0 100

sp_saosimao 0 0 15 0 0 0 0 33.34 0 100 0 0 45 45 0 100

sp_sorocaba 0 0 1.67 100 100 0 0 36.67 0 100 100 0 0 0 0 100

sp_taubate 100 100 28.58 10.72 10.72 17.86 10.72 26.79 0 100 10.72 14.29 14.29 10.72 100 100

sp_votuporanga 100 100 91.67 23.34 23.34 51.67 0 35 0 98.34 35 98.34 98.34 88.34 90 100

to_araguaina 0 0 0 0 0 0 0 31.67 0 100 0 0 0 0 0 100

to_palmas 0 0 0 0 0 1.67 0 31.67 0 100 0 0 0 0 0 100

to_pedroafonso 0 0 0 0 0 0 0 31.67 0 100 0 0 0 0 0 100

to_peixe 0 0 1.67 0 0 0 0 31.67 0 100 0 0 0 0 0 100

Where the columns are described below:

• WA: Wind Speed Average

• MW: Max Wind Speed Average

• EP: Piche Evaporation
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• PE: Potential Evapotranspiration

• RE: Real Evapotranspiration

• IT: Total Insolation

• NM: Nebulosity Average

• NP: Precipitation Days

• PT: Total Precipitation

• PS: Average of the Sea Level Pressure

• PM: Pressure Average

• TA: Max Temperature Average

• TC: Compensated Temperature Average

• TI: Min Temperature Average

• UR: Humidity Average

• VM: Visibility Average


